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His team will look at astatine isotopes with mass 
numbers 193-220.  They expect to see the 
nuclei change from discus-shaped at the lower 
mass numbers to spherical around the magic 
neutron number (211At) and then pear-shaped 
for the heavier isotopes.  The shape changes 
show how the interplay between the individual 
and collective behaviour of nucleons (protons 
and neutrons) changes as the number of 
neutrons increases.  
 
Being able to observe and measure these 
minute changes in the atomic nucleus is only 
possible due to the unique combination of 
precision instrumentation and experimental set-
ups at ISOLDE.  And that’s what continues to 
attract UK researchers. 
 
Faster laser is a first 
 
The CRIS beamline has just taken delivery of a 
new laser, thanks to a £40k Ernest Rutherford 
Fellowship grant from STFC.  Manufactured by 
UK specialists, Litron Lasers Ltd, the new laser 
will enable researchers to look at shorter-lived, 
more exotic isotopes. 
 
The specification for the new laser was put 
together by Ernest Rutherford Fellow, Thomas 
Cocolios (Manchester).  Initially, Thomas was 
looking for several portable lasers that, between 
them, would deliver flexibility for experimental 
set-ups and the capability to capture data faster 
– at the moment the existing lasers allow the 
team to capture data every 100 ms, but the new 
laser will cut this to 10 ms.   
 
Based on Litron’s modular approach to building 
bespoke lasers, Sales Manager, Gary Newham 
looked at Thomas’ wish list and came up with a 
better idea; the result is a device with two lasers 
that can be operated separately or together.  
“Thomas wanted several lasers, but this one 
does everything. It’s upgradeable, flexible and 
easy to use.”  
 
Thomas and his colleagues are clearly keen to 
get started with the new laser, “It’s perfectly 
designed for physicists!” he says, pointing out 
the simplicity of the connection points and 

demonstrating how quickly it can be switched on 
for use. 
Gary incorporated a number of features that are 
normally only available on fixed installation 
lasers including the ability to control the laser 
from a hand held device, or remotely via existing 
software. 
 
When you’re making very precise 
measurements, the slightest vibration can affect 
your data.  For the new laser, that meant 
mounting it on INVAR rails and using a water-
cooled power supply, to provide both thermal 
and mechanical stability. It also reduces the 
noise and heat dissipated to the surrounding 
environment. It’s the first time that Litron has 
used a water-cooled system for a portable laser. 
 
There are cost benefits, too. “The new laser is 
more versatile and cheaper than the 
specification that we were originally going to 
buy,” says Thomas.  Time spent designing the 
laser will have benefits for Litron too.  “No-one 
else makes a portable dual-beam laser quite like 
this,” explains Gary.  “This design is going to be 
really popular with our other customers.” 
 
The first experiment using the new laser will 
take place in September. 
 

 
Thomas with the new laser © S Hills 

How to subscribe 
  
You can subscribe to (or unsubscribe from) UK 
News from CERN online.  
 
Back issues of UK News from CERN are 
available from the archive.  
 
Diary dates 
 
Collider in Manchester - until 28 September 
CERN Council – 15-19 September 
TEDxCERN – 24 September 
A world a particle in Liverpool - until 8 January
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Laser-assisted modern nuclear physics

• Lecture 1: 
‣ Fundamentals of the atom-nucleus interaction 
‣ Lasers for the production of radioactive ion beams 

• Lecture 2: 
‣ High-resolution collinear laser spectroscopy 

‣ Atom trapping 

‣ Anti-atomic studies



The atom



A quantum system under EM forces
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Since V = V (r), this equation is best solved in spherical coordinates. Since V (r) is inde-
pendent of the angular coordinates, it is possible to separate the variables of the wavefunction
as

 (r, ✓,�) = R(r)Y (✓,�). (2.3)

Eq. 2.2 can then be rewritten into two separate equations, using a cleverly inspired choice
of separation variable, l(l + 1):

1

R(r)

d

dr

✓
r

2 d

dr

◆
R(r) � 2mr

2

~2
⇥
V (r) � E

⇤
= l(l + 1), (2.4)

1

Y (✓,�) sin ✓

@

@✓

✓
sin ✓

@

@✓

◆
Y (✓,�) +

1

Y (✓,�) sin2
✓

@

2

@�

2
Y (✓,�) = �l(l + 1). (2.5)

Eq. 2.3 can further be separated between the polar and azimuthal components using

Y (✓,�) = f(✓)g(�) (2.6)

and choosing m

2 as the separation variable1, Eq. 2.5 becomes

sin ✓

f(✓)

d

d✓

✓
sin ✓

d

d✓

◆
f(✓) + l(l + 1) sin2

✓ = m

2 & (2.7)

1

g(�)

d

2

d�

2
g(�) = �m

2
. (2.8)

Eq. 2.4, 2.7, and 2.8 are solved on backwards from their present order. The azimuthal
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This value is not related to the mass m that was written in Eq. 2.2 and 2.4
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Chapter 2

From the atom to the nucleus

This chapter is dedicated to the theoretical premises of relevance to the discussions further
in these lecture notes. Basics of quantum mechanics will be introduced to reveal how the
study of the atom can reveal a lot of information on the nature of the atomic nucleus. The
full derivations can be lengthy and are best left to external references, such as your favourite
quantum mechanics books. Only the skeleton of the derivation will be provided here in an
attempt to highlight the relevant components to the discussion.

2.1 Atomic levels

To first order, the atom can be represented as a positive point-like core with Z charges
surrounded by negatively charged electrons (see Fig. 2.1). An electron is then subject to the
Coulomb potential of the central charge (referred to, for simplicity, as the nucleus)

V (r) =
Ze

2

4⇡✏0r
, (2.1)

where r is the distance of the electron from the nucleus. For simplicity, we shall discuss
first a single-electron system, otherwise known as hydrogen-like. The Schrödinger equation
for such an electron is then written as

Figure 2.1: Artistic representation of the atom.

7

Let’s enjoy some math now!



Solving the (hydrogen) atom
Double separation of variables in spherical coordinates
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Separation constants make angular momentum 
quantum numbers appear naturally



Solving the (hydrogen) atom
Solving backwards reveals some conditions on l & m

Quantisation is a natural outcome of 
solving the Schrödinger equation
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Eq. 2.4, 2.7, and 2.8 are solved on backwards from their present order. The azimuthal
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1
This value is not related to the mass m that was written in Eq. 2.2 and 2.4
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Table 2.1: Number of electrons occupying the di↵erent orbitals.
l = 0 l = 1 l = 2 l = 3 Cumulated Magic
j = 1

2 j = 1/2, 3/2 j = 3/2, 5/2 j = 5/2, 7/2 number element

n = 1 2 - - - 2 He
n = 2 2 6 - - 10 Ne
n = 3 2 6 10 - 28 Ni
n = 4 2 6 10 14 42 Mo

Finally, the radial Eq. 2.4 is solved by the associated Laguerre polynomials L

k

q

(x), where
q, k 2 N and k  q. After much work, one can eventually show that

R

n,l
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s
2

na0
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2n
⇥
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⇤3 e
�r/na0

✓
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◆
l

L
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n�l�1

✓
2r

na0

◆
, (2.12)

where n 2 N & n � l + 1 (2.13)

and a0 is the Bohr atom radius.
From this mathematical description of a single electron in the Coulomb field of an atomic

nucleus, we immediately see the atomic level structure appearing as

Principal quantisation n = 1, 2, 3, . . . (2.14)

Angular momentum l = 0, . . . , n � 1 (2.15)

Magnetic substate m = �l, . . . , 0, . . . , l (2.16)

The final ingredient to get a complete picture of the atom is the spin of the electron, which
couples to the angular momentum l to give a total angular momentum j, and allows for two
magnetic substates with ±1/2 units of angular momentum, hereby doubling the number of
available states. This last ingredient is introduced perturbatively into the Hamiltonian, and
the splitting of the states is referred to as the fine structure of the atom..

Total angular momentum j = l ± 1

2
, j > 0. (2.17)

When putting these conditions together, one gets a simple picture as an outcome, as seen
in Table 2.1. Filling up all the orbitals with the same principal quantum number n results in

2He and 10Ne, both noble gases known to be very tightly bound, namely magical elements.
Note that this picture breaks down quickly as the next expected magic element would be

28Ni, which is not a noble gas, and which means that we have overlooked 18Ar. The reason
for this discrepancy is that the atom is a multiple-electron system and not a single-electron
system, as derived above. The electrons will then provide an additional force onto each other,
which results in some orbitals being more or less shielded than others from the nucleus. A
reorganisation of the shells follows, from which the 4s shell will be filled before the 3d shell,
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And let us not forget 
the electron spin too!



Building up the atom
Ordering up the levels reveals some known pattern

The natural appearance of atomic 
magic numbers

n=1 Z=2 => He

n=2 Z=10 => Ne

n=3

Z=28 => Ni ??
   Z=18 => Ar

Atoms are not hydrogen-like and the electrons interact with one another 
resulting in shielding of the high-l orbitals 
and favouring of higher-n, lower-l orbitalsn=4 Z=36 => Kr



Taking a closer look
Hyperfine structure of the atomic levels

The nucleus is not a point charge!
VCoulomb

J = 3
2

I = 3

∼ 7× 108MHz

+ VDipole

−300MHz

−175MHz

+225MHz

+ VQuadrupole

+17MHz

F = 3
2

−4MHz
F = 5

2

−14MHz

F = 7
2

+7MHz

F = 9
2

�µ · B. (2.19)

The total angular momentum of the atomic system then needs to be rewritten to account
for the total electron angular momentum and the nuclear spin into

F = I + J , (2.20)

where |I � J |  F  I + J. (2.21)

The energy of the atomic level is then shifted by

�E =
A

2
K (2.22)

where A =
µB0

IJ

, (2.23)

and K = F (F + 1) � I(I + 1) � J(J + 1) (2.24)

and B0 is the magnitude of the magnetic field of the electron at the site of the nucleus.
Note that in the case that I = 0 or J = 0, there is no hyperfine structure and the atomic

level remains a single level.

Spin determination with the hyperfine parameter A

One can immediately see that there are two parts to the hyperfine parameter A: an electronic
component, B0

J

, and a nuclear component, µ

I

. While the value of B0 might be di�cult to
calculate or measure experimentally, by measuring the hyperfine parameter across many
isotopes, one has access to a relative measurement of µ as

A

A

0 =
µB0

IJ

I

0
J

µ

0
B0

=
µI

0

µ

0
I

(2.25)

Thanks to alternative ways of measuring the absolute value of µ, such as �NMR, it is
then possible to extract µ across all the isotopes of interest.

Another feature of the hyperfine splitting is its sensitivity to the nuclear spin I. The
first means by which the hyperfine splitting may be used to identify the nuclear spin is by
the number of hyperfine levels that are available. For I = 0, there are no sublevel, while for
I > 0 there are many. Generally speaking there are 2I + 1 sublevels, provided that I  J .
Consequently, up to the limit of J , one may determine I simply from counting.

Furthermore, if one considers di↵erent states within a single atom, then the ratio of
hyperfine parameters reduces to

A1

A2
=

µB01

IJ1

IJ2

µB02
=

B01J2

B02J1
, (2.26)

which is independent of the specific isotope, and therefore a constant across the isotopic
chain. The comparison of that ratio between a known isotope and one of unknown nuclear
spin allows therefore the measurement of I.
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ΔE ~ μ, Q



Hyperfine structure
Let’s do the math!
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Measuring the nuclear spin!

I,J > 0
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Consequently, up to the limit of J , one may determine I simply from counting.

Furthermore, if one considers di↵erent states within a single atom, then the ratio of
hyperfine parameters reduces to

A1

A2
=

µB01

IJ1

IJ2

µB02
=

B01J2

B02J1
, (2.26)

which is independent of the specific isotope, and therefore a constant across the isotopic
chain. The comparison of that ratio between a known isotope and one of unknown nuclear
spin allows therefore the measurement of I.
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For s and p1/2 orbitals, B0 is not uniform over the nuclear volume 
Averaging the interaction over the volume induces a correction 

�µ · B. (2.19)

The total angular momentum of the atomic system then needs to be rewritten to account
for the total electron angular momentum and the nuclear spin into

F = I + J , (2.20)

where |I � J |  F  I + J. (2.21)

The energy of the atomic level is then shifted by

�E =
A

2
K (2.22)

where A =
µB0

IJ

, (2.23)

and K = F (F + 1) � I(I + 1) � J(J + 1) (2.24)

and B0 is the magnitude of the magnetic field of the electron at the site of the nucleus.
Note that in the case that I = 0 or J = 0, there is no hyperfine structure and the atomic

level remains a single level.

Spin determination with the hyperfine parameter A

One can immediately see that there are two parts to the hyperfine parameter A: an electronic
component, B0

J

, and a nuclear component, µ

I

. While the value of B0 might be di�cult to
calculate or measure experimentally, by measuring the hyperfine parameter across many
isotopes, one has access to a relative measurement of µ as

A

A

0 =
µB0

IJ

I

0
J

µ

0
B0

=
µI

0

µ

0
I

(2.25)
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The hyperfine anomaly

The discussion in the last paragraphs stems from the principles that the value of the magnetic
field B0 generated by the electron at the site of the nucleus is uniform over the nuclear volume
and that the magnetisation distribution is as well. Neither of those principles are however
valid, especially for large nuclei and low-l orbits, where a rapid change in the overlap of the
magnetic field on the particle’s wavefunction may be observed.

Instead, the interaction described in Eq. 2.19 must be averaged over the nuclear volume
[Büt84]

A ! A(1 + ✏), (2.27)

and from the di↵erence from one isotope to the next, Eq. 2.25 becomes

A

A

0 =
µI

0

µ

0
I

1 + ✏

1 + ✏

0 ⇡ µI

0

µ

0
I

(1 +�0), (2.28)

where �0 is the hyperfine structure anomaly between the two isotopes, with typically
�0

< 1%. This parameter is in itself di�cult to access as it requires the high precision
measurement of the magnetic dipole moments and the hyperfine magnetic dipole parameters
in both isotopes. Moreover, this parameter depends on the magnetic field B, which is a
property of the atomic level of interest. No thorough investigation of the hyperfine anomaly
has therefore ever been carried out and its use is anecdotic.

An approach that is considered is to see the impact of the hyperfine anomaly on Eq. 2.26:

A1

A2
=

B01J2

B02J1

1 + ✏1

1 + ✏2
⇡ B01J2

B02J1
(1 +1 �2), (2.29)

where 1�2 is the hyperfine structure anomaly between the two atomic levels within a
given isotope, with typically 1�2

< 1%.

2.2.2 The electric quadrupole moment

If the charge distribution of a nucleus is not spherically symmetric, it will exhibit an electric
quadrupole moment Q. The perturbation associated with that uneven charge distribution
will shift the atomic level energy by

�E =
B

2

3K(K + 1) � 2I(I + 1)2J(J + 1)

2I(2I � 1)2J(2J � 1)
(2.30)

where B =
eQ

4

@

2
V

@z

2
, (2.31)

(2.32)

and @

2
V

@z

2 is the gradient of the electric field of the electron at the site of the nucleus. The
electric quadrupole moment is a perturbation on the perturbation and therefore has typically
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Hyperfine structure
Let’s do the math!

Electric quadrupole moment

VCoulomb

J = 3
2

I = 3

∼ 7× 108MHz

+ VDipole

−300MHz

−175MHz

+225MHz

+ VQuadrupole

+17MHz

F = 3
2

−4MHz
F = 5

2

−14MHz

F = 7
2

+7MHz

F = 9
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�µ · B. (2.19)

The total angular momentum of the atomic system then needs to be rewritten to account
for the total electron angular momentum and the nuclear spin into

F = I + J , (2.20)

where |I � J |  F  I + J. (2.21)

The energy of the atomic level is then shifted by

�E =
A

2
K (2.22)

where A =
µB0

IJ

, (2.23)

and K = F (F + 1) � I(I + 1) � J(J + 1) (2.24)

and B0 is the magnitude of the magnetic field of the electron at the site of the nucleus.
Note that in the case that I = 0 or J = 0, there is no hyperfine structure and the atomic

level remains a single level.

Spin determination with the hyperfine parameter A

One can immediately see that there are two parts to the hyperfine parameter A: an electronic
component, B0

J

, and a nuclear component, µ

I

. While the value of B0 might be di�cult to
calculate or measure experimentally, by measuring the hyperfine parameter across many
isotopes, one has access to a relative measurement of µ as

A

A

0 =
µB0

IJ

I

0
J

µ

0
B0

=
µI

0

µ

0
I

(2.25)

Thanks to alternative ways of measuring the absolute value of µ, such as �NMR, it is
then possible to extract µ across all the isotopes of interest.

Another feature of the hyperfine splitting is its sensitivity to the nuclear spin I. The
first means by which the hyperfine splitting may be used to identify the nuclear spin is by
the number of hyperfine levels that are available. For I = 0, there are no sublevel, while for
I > 0 there are many. Generally speaking there are 2I + 1 sublevels, provided that I  J .
Consequently, up to the limit of J , one may determine I simply from counting.

Furthermore, if one considers di↵erent states within a single atom, then the ratio of
hyperfine parameters reduces to

A1

A2
=

µB01

IJ1

IJ2

µB02
=

B01J2

B02J1
, (2.26)

which is independent of the specific isotope, and therefore a constant across the isotopic
chain. The comparison of that ratio between a known isotope and one of unknown nuclear
spin allows therefore the measurement of I.
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The hyperfine anomaly

The discussion in the last paragraphs stems from the principles that the value of the magnetic
field B0 generated by the electron at the site of the nucleus is uniform over the nuclear volume
and that the magnetisation distribution is as well. Neither of those principles are however
valid, especially for large nuclei and low-l orbits, where a rapid change in the overlap of the
magnetic field on the particle’s wavefunction may be observed.

Instead, the interaction described in Eq. 2.19 must be averaged over the nuclear volume
[Büt84]

A ! A(1 + ✏), (2.27)

and from the di↵erence from one isotope to the next, Eq. 2.25 becomes

A

A

0 =
µI

0

µ

0
I

1 + ✏

1 + ✏

0 ⇡ µI

0

µ

0
I

(1 +�0), (2.28)

where �0 is the hyperfine structure anomaly between the two isotopes, with typically
�0

< 1%. This parameter is in itself di�cult to access as it requires the high precision
measurement of the magnetic dipole moments and the hyperfine magnetic dipole parameters
in both isotopes. Moreover, this parameter depends on the magnetic field B, which is a
property of the atomic level of interest. No thorough investigation of the hyperfine anomaly
has therefore ever been carried out and its use is anecdotic.

An approach that is considered is to see the impact of the hyperfine anomaly on Eq. 2.26:

A1

A2
=

B01J2

B02J1

1 + ✏1

1 + ✏2
⇡ B01J2

B02J1
(1 +1 �2), (2.29)

where 1�2 is the hyperfine structure anomaly between the two atomic levels within a
given isotope, with typically 1�2

< 1%.

2.2.2 The electric quadrupole moment

If the charge distribution of a nucleus is not spherically symmetric, it will exhibit an electric
quadrupole moment Q. The perturbation associated with that uneven charge distribution
will shift the atomic level energy by

�E =
B

2

3K(K + 1) � 2I(I + 1)2J(J + 1)

2I(2I � 1)2J(2J � 1)
(2.30)

where B =
eQ

4
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2
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@z

2
, (2.31)

(2.32)

and @

2
V

@z

2 is the gradient of the electric field of the electron at the site of the nucleus. The
electric quadrupole moment is a perturbation on the perturbation and therefore has typically
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Atomic transitions
A question of intensity

Einstein coefficients

J = 1
2

F = 1
2

F = 3
2

J = 3
2

F = 1
2

F = 3
2

F = 5
2

a small impact on the hyperfine splitting of an atomic level. Any further multipole is even
less relevant and will not be discussed in these lectures.

Note that in the case of I = 0, 1
2 or J = 0, 1

2 , there is no electric quadrupole moment.
The combined e↵ect of the magnetic dipole and electric quadrupole moments on an

atomic level are illustrated in Fig. 2.2.

2.3 The transitions between atomic levels

2.3.1 State lifetime

The atomic population N! and N2 between two energy levels E1 and E2 can be exchanged
through an electromagnetic field of energy h⌫ = E2�E1, E2 > E1. This exchange is mediated
by a photon at frequency ⌫ and can proceed via three processes: absorption, spontaneous
emission, and induced emission. The rate of change of the population in each level is then
written as

�dN2

dt

=
dN1

dt

= AN2 � B12⇢(⌫)N1 + B21⇢(⌫)N2, (2.33)

where A, B12, and B21
2 are the Einstein coe�cients for spontaneous decay, absorption,

and induced emission, and ⇢(⌫) is the energy density per unit frequency range of the radia-
tion. In the absence of a field, ⇢(⌫) = 0 and Eq. 2.33 becomes

�dN2

dt

= �AN2, (2.34)

from which one extracts N2(t) = N2(0)e�At, which means that the Einstein A coe�cient
is the reverse of the state partial lifetime ⌧ . To extract the lifetime of a state, it is necessary
to consider all the possible decays from that state to states E

i

, such that ⌧ = 1/
P

i

A

i

. It is
also possible to relate the Einstein coe�cients to each other as

A =
8⇡⌫

2

c

3
h⌫B21 =

8⇡⌫

2

c

3
h⌫

g1

g2
B12, (2.35)

where g

i

is the degeneracy of state E

i

.

2.3.2 Selection rules

The radiation field that connects the two atomic levels can be approximated, to first order,
to an electric dipole field (E1): the photon carries 1 unit of angular momentum and the
parity of the state changes. The following selection rules follow

2
Those parameters are not related to the hyperfine parameters A and B.
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from which one extracts N2(t) = N2(0)e�At, which means that the Einstein A coe�cient
is the reverse of the state partial lifetime ⌧ . To extract the lifetime of a state, it is necessary
to consider all the possible decays from that state to states E
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2.3.2 Selection rules

The radiation field that connects the two atomic levels can be approximated, to first order,
to an electric dipole field (E1): the photon carries 1 unit of angular momentum and the
parity of the state changes. The following selection rules follow
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Parity change

1 unit of angular momentum

carried by the photon 
=> triangular relation

To first order, the photon field can be considered as 
an electric dipole field (E1)

�l = ±1 (2.36)

�J = 0, ±1, J = 0 9 0 (2.37)

�F = 0, ±1, F = 0 9 0 (2.38)

From Eq. 2.36, one determines that only transitions from s $ p, p $ d, d $ f , . . . are
possible.

From Eq. 2.37, this further restricts the range of states that can be linked to one another.
At low energy in the atom, this may lead to the existence of metastable states which do not
have any decay path to the ground state. Those states may then decay via first-forbidden
decays, but the lifetime associated with those states is much higher than in the rest of the
atom. Such states can be populated thermally, e.g., in the high temperature of an ion beam
laser ion source (see section 3.1.1). They may also be on the possible decay path of an atomic
state of interest in collinear laser spectroscopy or atom trapping, and are then referred to as
dark states.

2.3.3 Relative amplitudes

If an atomic level has a hyperfine structure, then the transition from or to that level will
be distributed over di↵erent frequencies. In the more general case, both levels will have a
hyperfine structure and a set of transitions will be available, satisfying the selection rule
from Eq. 2.38. Note that if the atomic transition validates already the selection rule from
Eq. 2.37, there will be substates which validate that of Eq. 2.38.

Not all transitions will however be equivalent. The amplitude of a given transition will
then be proportional to the matrix element joining one state to the other one under the
action of the dipole radiation field:
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i is the final state. Applying the Wigner-
Eckart theorem to separate out the |F i component and further decoupling the electron
angular momentum J from the nuclear momentum I,3 one obtains that the amplitude scales
as
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where (. . .) is a Wigner 3j symbol and {. . .} is a Wigner 6j symbol. These amplitudes
involve the nuclear spin I directly in the Wigner 6j symbol, as well as indirectly through the
di↵erent F values of the hyperfine states. The relative intensities of the hyperfine transitions

3
I spare the reader the mathematical derivation but enthusiastically encourage the students to search for

this enlightening derivation in their favourite reference book.
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a small impact on the hyperfine splitting of an atomic level. Any further multipole is even
less relevant and will not be discussed in these lectures.

Note that in the case of I = 0, 1
2 or J = 0, 1

2 , there is no electric quadrupole moment.
The combined e↵ect of the magnetic dipole and electric quadrupole moments on an

atomic level are illustrated in Fig. 2.2.

2.3 The transitions between atomic levels

2.3.1 State lifetime

The atomic population N! and N2 between two energy levels E1 and E2 can be exchanged
through an electromagnetic field of energy h⌫ = E2�E1, E2 > E1. This exchange is mediated
by a photon at frequency ⌫ and can proceed via three processes: absorption, spontaneous
emission, and induced emission. The rate of change of the population in each level is then
written as
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dt

=
dN1

dt

= AN2 � B12⇢(⌫)N1 + B21⇢(⌫)N2, (2.33)

where A, B12, and B21
2 are the Einstein coe�cients for spontaneous decay, absorption,

and induced emission, and ⇢(⌫) is the energy density per unit frequency range of the radia-
tion. In the absence of a field, ⇢(⌫) = 0 and Eq. 2.33 becomes
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dt

= �AN2, (2.34)

from which one extracts N2(t) = N2(0)e�At, which means that the Einstein A coe�cient
is the reverse of the state partial lifetime ⌧ . To extract the lifetime of a state, it is necessary
to consider all the possible decays from that state to states E
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2.3.2 Selection rules

The radiation field that connects the two atomic levels can be approximated, to first order,
to an electric dipole field (E1): the photon carries 1 unit of angular momentum and the
parity of the state changes. The following selection rules follow
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possible.

From Eq. 2.37, this further restricts the range of states that can be linked to one another.
At low energy in the atom, this may lead to the existence of metastable states which do not
have any decay path to the ground state. Those states may then decay via first-forbidden
decays, but the lifetime associated with those states is much higher than in the rest of the
atom. Such states can be populated thermally, e.g., in the high temperature of an ion beam
laser ion source (see section 3.1.1). They may also be on the possible decay path of an atomic
state of interest in collinear laser spectroscopy or atom trapping, and are then referred to as
dark states.

2.3.3 Relative amplitudes

If an atomic level has a hyperfine structure, then the transition from or to that level will
be distributed over di↵erent frequencies. In the more general case, both levels will have a
hyperfine structure and a set of transitions will be available, satisfying the selection rule
from Eq. 2.38. Note that if the atomic transition validates already the selection rule from
Eq. 2.37, there will be substates which validate that of Eq. 2.38.
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then be proportional to the matrix element joining one state to the other one under the
action of the dipole radiation field:
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where (. . .) is a Wigner 3j symbol and {. . .} is a Wigner 6j symbol. These amplitudes
involve the nuclear spin I directly in the Wigner 6j symbol, as well as indirectly through the
di↵erent F values of the hyperfine states. The relative intensities of the hyperfine transitions
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�l = ±1 (2.36)

�J = 0, ±1, J = 0 9 0 (2.37)

�F = 0, ±1, F = 0 9 0 (2.38)

From Eq. 2.36, one determines that only transitions from s $ p, p $ d, d $ f , . . . are
possible.

From Eq. 2.37, this further restricts the range of states that can be linked to one another.
At low energy in the atom, this may lead to the existence of metastable states which do not
have any decay path to the ground state. Those states may then decay via first-forbidden
decays, but the lifetime associated with those states is much higher than in the rest of the
atom. Such states can be populated thermally, e.g., in the high temperature of an ion beam
laser ion source (see section 3.1.1). They may also be on the possible decay path of an atomic
state of interest in collinear laser spectroscopy or atom trapping, and are then referred to as
dark states.

2.3.3 Relative amplitudes

If an atomic level has a hyperfine structure, then the transition from or to that level will
be distributed over di↵erent frequencies. In the more general case, both levels will have a
hyperfine structure and a set of transitions will be available, satisfying the selection rule
from Eq. 2.38. Note that if the atomic transition validates already the selection rule from
Eq. 2.37, there will be substates which validate that of Eq. 2.38.

Not all transitions will however be equivalent. The amplitude of a given transition will
then be proportional to the matrix element joining one state to the other one under the
action of the dipole radiation field:
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where (. . .) is a Wigner 3j symbol and {. . .} is a Wigner 6j symbol. These amplitudes
involve the nuclear spin I directly in the Wigner 6j symbol, as well as indirectly through the
di↵erent F values of the hyperfine states. The relative intensities of the hyperfine transitions
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possible.
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have any decay path to the ground state. Those states may then decay via first-forbidden
decays, but the lifetime associated with those states is much higher than in the rest of the
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state of interest in collinear laser spectroscopy or atom trapping, and are then referred to as
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hyperfine structure and a set of transitions will be available, satisfying the selection rule
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where (. . .) is a Wigner 3j symbol and {. . .} is a Wigner 6j symbol. These amplitudes
involve the nuclear spin I directly in the Wigner 6j symbol, as well as indirectly through the
di↵erent F values of the hyperfine states. The relative intensities of the hyperfine transitions

3
I spare the reader the mathematical derivation but enthusiastically encourage the students to search for

this enlightening derivation in their favourite reference book.

14

x

Selection rules (i.e. number 
of transitions) and relative 

amplitudes are spin 
dependent and can be used 

to determine I

4 ways of measuring the nuclear spin!

�l = ±1 (2.36)

�J = 0, ±1, J = 0 9 0 (2.37)

�F = 0, ±1, F = 0 9 0 (2.38)

From Eq. 2.36, one determines that only transitions from s $ p, p $ d, d $ f , . . . are
possible.

From Eq. 2.37, this further restricts the range of states that can be linked to one another.
At low energy in the atom, this may lead to the existence of metastable states which do not
have any decay path to the ground state. Those states may then decay via first-forbidden
decays, but the lifetime associated with those states is much higher than in the rest of the
atom. Such states can be populated thermally, e.g., in the high temperature of an ion beam
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hyperfine structure and a set of transitions will be available, satisfying the selection rule
from Eq. 2.38. Note that if the atomic transition validates already the selection rule from
Eq. 2.37, there will be substates which validate that of Eq. 2.38.
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I spare the reader the mathematical derivation but enthusiastically encourage the students to search for

this enlightening derivation in their favourite reference book.
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This reduces Eq. 2.45 back to Eq. 2.44, with the adjustment that the proportionality constant
F is no longer only the atomic parameter, but includes as well the correction factors for higher
radial moments. Altogether, one may express the total isotope shift as
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It is interesting to note that di↵erent nuclear states within a single isotope will have
di↵erent nuclear properties, and therefore may have a di↵erent field shift, while the mass
di↵erence between two nuclear states is negligible on the same scale. In this case, the change
in the atomic transition is referred to as the isomer shift and has the form of Eq. 2.44.

King plot

The main sources of systematic uncertainties in extracting �hr2i from �⌫ are the atomic
parameters M

SMS

and F . Current state-of-the-art calculations only reach a precision of 1%,
while the statistical uncertainties are much higher [DJS05, CCF12].

In order to reduce the impact of those parameters on the final nuclear observable, ex-
perimentally extracted atomic parameters are much more attractive. If a su�cient number
of isotopes have been studied with alternative methods to measure �hr2i, such as electron
scattering, muonic decays, or K x-ray studies, it is then possible to benchmark the isotope
shift to those data according to the formalism of King.
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a small impact on the hyperfine splitting of an atomic level. Any further multipole is even
less relevant and will not be discussed in these lectures.

Note that in the case of I = 0, 1
2 or J = 0, 1

2 , there is no electric quadrupole moment.
The combined e↵ect of the magnetic dipole and electric quadrupole moments on an

atomic level are illustrated in Fig. 2.2.

2.3 The transitions between atomic levels

2.3.1 State lifetime

The atomic population N! and N2 between two energy levels E1 and E2 can be exchanged
through an electromagnetic field of energy h⌫ = E2�E1, E2 > E1. This exchange is mediated
by a photon at frequency ⌫ and can proceed via three processes: absorption, spontaneous
emission, and induced emission. The rate of change of the population in each level is then
written as

�dN2

dt

=
dN1

dt

= AN2 � B12⇢(⌫)N1 + B21⇢(⌫)N2, (2.33)

where A, B12, and B21
2 are the Einstein coe�cients for spontaneous decay, absorption,

and induced emission, and ⇢(⌫) is the energy density per unit frequency range of the radia-
tion. In the absence of a field, ⇢(⌫) = 0 and Eq. 2.33 becomes

�dN2

dt

= �AN2, (2.34)

from which one extracts N2(t) = N2(0)e�At, which means that the Einstein A coe�cient
is the reverse of the state partial lifetime ⌧ . To extract the lifetime of a state, it is necessary
to consider all the possible decays from that state to states E

i

, such that ⌧ = 1/
P

i

A

i

. It is
also possible to relate the Einstein coe�cients to each other as

A =
8⇡⌫

2

c

3
h⌫B21 =

8⇡⌫

2

c

3
h⌫

g1

g2
B12, (2.35)

where g

i

is the degeneracy of state E

i

.

2.3.2 Selection rules

The radiation field that connects the two atomic levels can be approximated, to first order,
to an electric dipole field (E1): the photon carries 1 unit of angular momentum and the
parity of the state changes. The following selection rules follow

2
Those parameters are not related to the hyperfine parameters A and B.
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This reduces Eq. 2.45 back to Eq. 2.44, with the adjustment that the proportionality constant
F is no longer only the atomic parameter, but includes as well the correction factors for higher
radial moments. Altogether, one may express the total isotope shift as
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It is interesting to note that di↵erent nuclear states within a single isotope will have
di↵erent nuclear properties, and therefore may have a di↵erent field shift, while the mass
di↵erence between two nuclear states is negligible on the same scale. In this case, the change
in the atomic transition is referred to as the isomer shift and has the form of Eq. 2.44.

King plot

The main sources of systematic uncertainties in extracting �hr2i from �⌫ are the atomic
parameters M

SMS

and F . Current state-of-the-art calculations only reach a precision of 1%,
while the statistical uncertainties are much higher [DJS05, CCF12].

In order to reduce the impact of those parameters on the final nuclear observable, ex-
perimentally extracted atomic parameters are much more attractive. If a su�cient number
of isotopes have been studied with alternative methods to measure �hr2i, such as electron
scattering, muonic decays, or K x-ray studies, it is then possible to benchmark the isotope
shift to those data according to the formalism of King.
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of the mass shift:
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into two contributions:

M = M

NMS

+ M

SMS

, (2.42)

referring to the normal mass shift, M

NMS

, for the direct impact of the change in the
reduced mass to the levels involved in the transition, and to the specific mass shift, M

SMS

,
for the impact that the rearranging of the atomic cloud has on the transition. M

SMS

cannot
be calculated analytically for a system with more than 3 electrons (Li-like systems) and one
must rely on large-scale atomic calculations4 [CCF12]. M

NMS

is related to the transition
frequency as

M

NMS

= m

e

⌫, (2.43)

where m

e

is the mass of the electron.
Note that the mass shift �⌫

AA

0
scales as A

�2. Its relative importance will therefore be
larger for light nuclei and becomes almost negligible in heavy systems. The value for M

SMS

can also vary in sign, which can on the one hand cancel out with M

NMS

and reduce M to
almost 0, or alternatively can amplify the importance of the mass shift.

Field shift

In section 2.2, we have introduced the impact that the finite size of the nucleus has on the
atomic level in terms of its magnetisation, uneven charge distribution, or even magnetisation
distribution. There is however another impact, which is the fact that the charges themselves
are distributed over a given volume. If the electron orbital overlaps with the nucleus, it will
be a↵ected di↵erently when the nucleus changes size or exhibit deformation. This e↵ect is
called the volume e↵ect, or field shift.

Only electrons in s and p1/2 have a sizeable overlap with the nuclear volume and exhibit
a measurable field shift. This therefore impacts atomic transitions involving such states,
leading to the following isotope shift

�⌫ = F �hr2i, (2.44)

where F is an atomic parameter, which determination is as complex as that of M

SMS

. To
first order, however, this atomic parameters scales linearly with Z, making the field shift very
important in heavy elements, in an opposite way to the mass shift. A comparison between
mass and field shifts is presented in Fig. 2.4.

Additional corrections may apply to the field shift. One such correction is the involvement
of higher radial moments, e.g., h�r4i. In that case, Eq. 2.44 becomes

�⌫ = F⇤ = F

�
�hr2i + C4�hr4i + C6�hr6i + . . .

�
. (2.45)

Those higher moments, also called the Seltzer moments, can be approximated to a fraction
of �hr2i and the appropriate scaling constants have been estimated for selected cases [Sel69].

4
This issue has been the ground of an ECT

⇤
meeting in Trento, Italy, last August.
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Figure 2.5: Periodic table showing the number of the number of stable/very-long-lived iso-
topes with which a target can be made for alternative charge radii studies.

This reduces Eq. 2.45 back to Eq. 2.44, with the adjustment that the proportionality constant
F is no longer only the atomic parameter, but includes as well the correction factors for higher
radial moments. Altogether, one may express the total isotope shift as
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It is interesting to note that di↵erent nuclear states within a single isotope will have
di↵erent nuclear properties, and therefore may have a di↵erent field shift, while the mass
di↵erence between two nuclear states is negligible on the same scale. In this case, the change
in the atomic transition is referred to as the isomer shift and has the form of Eq. 2.44.

King plot

The main sources of systematic uncertainties in extracting �hr2i from �⌫ are the atomic
parameters M

SMS

and F . Current state-of-the-art calculations only reach a precision of 1%,
while the statistical uncertainties are much higher [DJS05, CCF12].

In order to reduce the impact of those parameters on the final nuclear observable, ex-
perimentally extracted atomic parameters are much more attractive. If a su�cient number
of isotopes have been studied with alternative methods to measure �hr2i, such as electron
scattering, muonic decays, or K x-ray studies, it is then possible to benchmark the isotope
shift to those data according to the formalism of King.

Eq. 2.46 is normalised by a factor µ
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in order to remove the mass dependence
of the mass shift:
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FIG. 4. (Color online) Typical resonance of the bound-bound
electric-dipole transition in 184Os− measured at an ion beam energy
of 5 keV, transformed to the rest frame of the ions. For most data
points, the error bars are smaller than the symbols. The solid line is a
fit of a Gaussian function to the data points.

determined for all naturally occurring isotopes. Due to the
high sensitivity of the collinear spectroscopy, the 4Fe

9/2–6Do
9/2

transition was even observed in 184Os−, an isotope with a
natural abundance of only 0.02%. A typical resoncance in
184Os− is shown in Fig. 4. In Table I all of the measured ISs
are given with respect to 192Os−. The isotopes 187Os− and
189Os− exhibit a hyperfine structure due to their nonvanishing
nuclear spin. The transition frequencies of all hyperfine levels
(4 in the case of 187Os− and 10 in the case of 189Os−) were
measured previously [11]. For those isotopes, the center-of-
gravity frequencies, i.e., the means of the measured sublevel
frequencies weighted by their relative intensities, are listed
in Table I. The uncertainties of the frequency measurements

FIG. 5. (Color online) Resonant transition frequencies of all
measured isotopes and the calculated center-of-gravity frequencies
of the hyperfine structure of 187Os− and 189Os−. The origin of the
ordinate is the resonance frequency of 192Os−. Error bars are smaller
than symbols.

FIG. 6. Plot of δν192,A′
res 192A′/(192 − A′) as a function of

δ⟨r2⟩192,A′
192A′/(192 − A′). The solid line is the weighted linear

regression fit used for the determination of F and MSMS, and the
dashed lines show the uncertainty of the fit.

(15 MHz) are composed of a systematic uncertainty due to
a drift of the wave meter during the measurements and a
statistical uncertainty. The measured transition frequencies
are also plotted in Fig. 5 as a function of mass number A′.
As expected for heavier elements in which the field shift
is dominant, the frequency increases with increasing mass
number A′ and follows the trend of the mean square radii,
including even-odd staggering.

Using Eq. (3) we find MNMS = 141.4 GHz u. Subtracting
the NMS from the total IS δνA,A′

in Eq. (1) and multiplying
by (AA′)/(A − A′), one obtains a linear equation,

δνA,A′

res
AA′

A − A′ = MSMS + F

(
δ⟨r2⟩A,A′ AA′

A − A′

)
, (8)

where δνA,A′

res is the so-called residual IS. In a graphical
representation of Eq. (8), the field shift constant F is the
slope and MSMS is the y intercept at δ⟨r2⟩ = 0. Figure 6
shows the left-hand side of Eq. (8) as a function of
δ⟨r2⟩192,A′

192A′/(192 − A′). The large horizontal error bars
originate from the uncertainty of the changes in mean square
radius, roughly 10%. We then performed a weighted linear
regression fit of Eq. (8) in order to extract experimental values
for F and MSMS. The solid line in Fig. 6 is the result of the
fit, with the dashed curves representing its uncertainty. The
resulting SMS and FS coefficients are MSMS = 2.4(12.6) THz
u and F = 16.2(9.9) GHz fm−2, respectively.

V. CONCLUSION

The IS of the 4Fe
9/2-6Do

9/2 electric-dipole transition in
the osmium anion was studied by high-resolution laser
spectroscopy. This work constitutes the first investigation of
the IS of a dipole-allowed transition in an atomic anion. As
expected for the heavy element Os, the field shift (≈1 GHz)
clearly dominates the IS and is about 1 order of magnitude

062510-4
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This reduces Eq. 2.45 back to Eq. 2.44, with the adjustment that the proportionality constant
F is no longer only the atomic parameter, but includes as well the correction factors for higher
radial moments. Altogether, one may express the total isotope shift as

�⌫

AA

0
=

A

0 � A

AA

0

⇣
m

e

⌫ + M

SMS

⌘
+ F �hr2iAA

0
. (2.46)

It is interesting to note that di↵erent nuclear states within a single isotope will have
di↵erent nuclear properties, and therefore may have a di↵erent field shift, while the mass
di↵erence between two nuclear states is negligible on the same scale. In this case, the change
in the atomic transition is referred to as the isomer shift and has the form of Eq. 2.44.

King plot

The main sources of systematic uncertainties in extracting �hr2i from �⌫ are the atomic
parameters M

SMS

and F . Current state-of-the-art calculations only reach a precision of 1%,
while the statistical uncertainties are much higher [DJS05, CCF12].

In order to reduce the impact of those parameters on the final nuclear observable, ex-
perimentally extracted atomic parameters are much more attractive. If a su�cient number
of isotopes have been studied with alternative methods to measure �hr2i, such as electron
scattering, muonic decays, or K x-ray studies, it is then possible to benchmark the isotope
shift to those data according to the formalism of King.
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It is interesting to note that di↵erent nuclear states within a single isotope will have
di↵erent nuclear properties, and therefore may have a di↵erent field shift, while the mass
di↵erence between two nuclear states is negligible on the same scale. In this case, the change
in the atomic transition is referred to as the isomer shift and has the form of Eq. 2.44.
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duce a line, which slope is the total factor F (include both the atomic and high-moment

182 points => fitting a straight line 
1 point   => reference isotope 
TOTAL   => 3 data points minimum
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Erratum: Isotope shifts in francium isotopes 206−213Fr and 221Fr [Phys. Rev. A 90, 052502 (2014)]

R. Collister, G. Gwinner, M. Tandecki, J. A. Behr, M. R. Pearson, J. Zhang, L. A. Orozco, S. Aubin, and E. Gomez
(Received 9 July 2015; published 20 July 2015)

DOI: 10.1103/PhysRevA.92.019902 PACS number(s): 32.10.Fn, 31.30.Gs, 37.10.Jk, 42.62.Fi, 99.10.Cd

A King plot in our publication used literature D2 isotope shifts along with our D1 isotope shift measurements to extract
combinations of the mass and field shift constants to compare with theory. The 206Fr point was in strong disagreement with the
linear fit of the King plot. This 10σ discrepancy has been resolved with an updated D2 isotope shift [1], determined using more
data with better frequency resolution, and we now include it in our King plot analysis. Additionally, the D2 isotope shift and
ground-state hyperfine splitting for the isomer 206mFr are now available [1]. This enables us to determine its D1 isotope shift and
include it in our King plot.

We include revised versions of Fig. 4 and Table I here. The revised King plot now has slope FD2/FD1 = 1.0521(8) and intercept
(ND2 + SD2 ) − (ND1 + SD1 )FD2

FD1
= 194(78) GHz amu with χ2/ndf = 7.00094/7. Evaluating the normal mass shift constants

TABLE I. Revision and addition to Table I, using our measured D1 isotope shifts and the nuclear spins, D2 isotope shifts, and ground-state
hyperfine splittings from [1]. The D2 isotope shifts are recalculated using 221Fr as the reference isotope as in our previous paper.

Our paper Ref. [1]

Isotope A(P1/2) (MHz) D1δνIS (MHz) Spin A(S1/2) (MHz) D2δνIS (MHz)

206m 869.91(8) 29236(5) 7 6616.0(7) 30689(5)
206 1716.9(2) 29175(5) 3 13052.2(18) 30637(5)
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FIG. 1. (Color online) Revised Fig. 4. The King plot fit now includes 206Fr and 206mFr.

1050-2947/2015/92(1)/019902(2) 019902-1 ©2015 American Physical Society

Isotope shift
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Figure 2.5: Periodic table showing the number of the number of stable/very-long-lived iso-
topes with which a target can be made for alternative charge radii studies.

This reduces Eq. 2.45 back to Eq. 2.44, with the adjustment that the proportionality constant
F is no longer only the atomic parameter, but includes as well the correction factors for higher
radial moments. Altogether, one may express the total isotope shift as

�⌫
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0
=

A

0 � A

AA

0

⇣
m

e

⌫ + M

SMS

⌘
+ F �hr2iAA

0
. (2.46)

It is interesting to note that di↵erent nuclear states within a single isotope will have
di↵erent nuclear properties, and therefore may have a di↵erent field shift, while the mass
di↵erence between two nuclear states is negligible on the same scale. In this case, the change
in the atomic transition is referred to as the isomer shift and has the form of Eq. 2.44.

King plot

The main sources of systematic uncertainties in extracting �hr2i from �⌫ are the atomic
parameters M

SMS

and F . Current state-of-the-art calculations only reach a precision of 1%,
while the statistical uncertainties are much higher [DJS05, CCF12].

In order to reduce the impact of those parameters on the final nuclear observable, ex-
perimentally extracted atomic parameters are much more attractive. If a su�cient number
of isotopes have been studied with alternative methods to measure �hr2i, such as electron
scattering, muonic decays, or K x-ray studies, it is then possible to benchmark the isotope
shift to those data according to the formalism of King.

Eq. 2.46 is normalised by a factor µ

AA

0 = AA

0
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0�A

in order to remove the mass dependence
of the mass shift:
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, also known as the King plot, should then pro-

duce a line, which slope is the total factor F (include both the atomic and high-moment
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y intercept relates the 

mass shifts to one 
another

contributions), and y-intercept is the total mass shift factor M . A minimum of 2 points
is required to draw a line, and including the reference isotope A

0, a total of 3 isotopes at
least need to be studied with the alternative method. These respective experiments have
only been performed on stable isotopes so far, due to their limited cross sections. Fig. 2.5
shows which elements satisfy this condition. In the case that only 2 isotopes are available, a
relation between M and F can be determined.

Additional information can be gained from comparing di↵erent atomic transitions within
the same element, with a formalism known as the modified King plot analysis. In this case,
one starts from the principle that �hr2i is independent of the atomic transition for a given
nuclear state. Isolating for that term in Eq. 2.47 gives

µ

AA

0
�hr2iAA

0
=

1

F1

⇣
µ

AA

0
�⌫

AA

0

1 � M1

⌘
=

1

F2

⇣
µ

AA

0
�⌫

AA

0

2 � M2,

⌘
(2.48)

where the subscript 1 and 2 refer to two di↵erent atomic transitions. The modified
King plot is then the plot of µ

AA

0
�⌫

AA

0
2 against µ

AA

0
�⌫

AA

0
1 and will show a line, which slope

is F2
F1

and which y-intercept is M2 � F2
F1

M1. This allows to experimentally relate the atomic
parameters of di↵erent transitions to one another over a wider range of isotopes than available
for the standard King plot method. This approach can be used, for example, to test atomic
calculations by comparing them to experimental observables, see e.g., [CDS+11], or to extract
the atomic parameters of a transition for which no atomic calculations are available, see e.g.,
[LBB+14]. Examples of King and modified King plots are shown in Fig. 2.6.
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FIG. 4. (Color online) Modified King plot between the two
transitions of Po-I studied with laser spectroscopy [30,81]. The
straight line is the best fit through the data points; the dashed line
is the present calculations.

and to investigate an onset of collectivity, suggested to occur
towards N = 40.

D. Translead nuclei

The elements around lead are of great interest to nuclear
physics for the richness of their structure: magic shell closures
at Z = 82 and N = 126, shape coexistence in the neutron-
deficient nuclei [78,79], as well as octupole deformation in
the neutron-rich nuclei [80]. These phenomena are directly
reflected on the shape of the nuclear ground state and have
prompted extensive laser spectroscopic studies [1].

The elements with Z > 82 have only one (near)stable
isotope (bismuth, Z = 83), while all other nuclides are
radioactive. Most of those isotopes are also not naturally
occurring and have to be produced in the laboratory. As
a consequence, the knowledge on their atomic structure is
limited. Moreover, there are no existing charge radii that can
be used for a King plot analysis.

As with the yttrium data, it is possible to assert the accuracy
of the atomic calculations to some extent, by comparing the
modified isotope shifts of two different transitions using a King
plot. This approach was used in the study of the polonium
isotopes [30]. The modified King plot is shown in Fig. 4.
As seen from this figure, the MCDF dotted line is parallel
to the best fit through the data points. We therefore conclude
that the ratio F256/F843 is accurate, giving high confidence
in the independent field shift factors. The difference in the y
intercepts shows, however, the discrepancy in the mass shift
factors. This corresponds to the behavior of the respective
parameters during the calculations: while the field shift factors
F converge reasonably fast, the mass shift factors M are more
sensitive to the details of the calculations. The modified King
plot analysis was used to determine the systematic uncertainty
arising from the mass shift. This systematic uncertainty is
comparable to the statistical uncertainty and does not affect
the nuclear physics conclusions.

In the case of astatine, the situation is even more com-
plicated, as only two atomic transitions were observed in
absorption spectroscopy [82]. A recent online campaign of
studies at radioactive ion beam facilities [83] has permitted the

discovery of many additional transitions. The search for those
transitions and their interpretation has been greatly improved
by the input from theoretical calculations. New ionization
schemes have been developed and the ionization potential has
been determined with great accuracy, and compared with the
atomic calculations. A campaign for the measurement of the
δ⟨r2⟩ is proposed and will require the electronic factor and
specific mass shift parameters to be calculated.

Finally, in the bismuth isotopes, a large data set of δν is
available [84] but no δ⟨r2⟩ could be extracted. Alternative
empirical approaches have been used to interpret the nuclear
effects on the δν but new atomic calculations are required to
finalize the analysis.

Another experimental program will study the anomalous
reduction in mean-square charge radius seen for isomeric states
with a large number of unpaired nucleons [36]. A wealth of
such states exist in 178−182Ta and these studies will significantly
add to the quantitative information available. Furthermore, the
study of these isomers in near-spherical bismuth nuclei will
allow the origin of the effect (be it rigidity of deformation
or diffuseness of the nuclear surface) to be investigated [85].
The same effect may be responsible for the odd-N or even-N
staggering of δ⟨r2⟩, seen across the nuclear chart, but still
poorly understood from a qualitative point of view.

E. Very heavy and superheavy nuclei

The properties of superheavy nuclei are a road map towards
the limit of nuclear existence. They also offer an uncharted
ground where atomic and nuclear models can be tested, but
more often than not, studies on these elements suffer from their
exotic nature and their absence from nature. As these elements
may only be produced in the laboratory and studied in very
limited quantities, almost no information is available on their
atomic structure.

In an effort to reach towards the transfermic nuclei, a first
step is to bridge the gap from the stable elements to uranium.
An international effort is currently underway at radioactive ion
beam facilities to study the nuclei from actinium to fermium
[1]. New facilities are also under construction where more
systematic studies will be performed [86]. Those studies will
eventually require atomic calculations, similarly as was done
for the case of astatine mentioned above, in the search for
atomic levels and subsequently in the measurement campaigns
on δ⟨r2⟩.

For most (super) heavy elements, accurate IS calculations
still remain a challenge. Although a reasonable agreement
between experimental and calculated IS parameters was found
for singly charged Os− ions [63] and Po atoms [30], additional
computations are needed to shed insight into the effects of a
(nearly) open 5f shell for the actinides and beyond. At present,
the MCDF method seems to be most suitable for performing
such computations, and especially for the elements for which
only limited or no atomic data are available yet.

For fermium (Z = 100), for example, first successful
measurements on the low-lying level structure were recently
based on prior MCDF computations [87]. Using a sample of
2.7 × 1010 atoms of the isotope 255Fm with a half-life of 20.1
hours only, two atomic levels were found at wave numbers
25 099.8 ± 0.2 and 25 111.8 ± 0.2 cm−1 and assigned as
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Selectivity
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1 Introduction

The Cris beam line combines two complementary spectroscopic techniques to
provide a wealth of information on the nuclear species under investigation [1–3].
Laser spectroscopy allows nuclear observables to be extracted with nuclear model
independence: the nuclear spin, moments and the change in the mean-square charge
radii (δ⟨r2⟩) between isotopes [4]. From the complementary decay spectroscopy, level
scheme information on the daughter nucleus can be obtained. The Cris technique
provides a combination of high detection efficiency, high resolution and ultra-low
background, allowing measurements to be performed on isotopes with yields down
to 1 atom per second.

2 Collinear resonant ionization spectroscopy

Laser radiation is used to resonantly excite and ionize an atomic beam, probing
the atomic transitions of an isotope. These transitions are used to extract nuclear
observables, such as magnetic dipole and electric quadrupole moments, as well
as δ⟨r2⟩ between isotopes. A sequence of two transitions at selected frequencies
are required to bring the electron across the ionization potential. When the laser
frequencies are on resonance with the hyperfine component of the optical transition,
the isotope is ionized. By using short laser pulses, loses associated with optical
pumping can be avoided. This process of resonant ionization [5–7] selects the isotope
of interest. The maximum selectivity S, of an isotope from an isomer or another
isotope is given by the equation

S =
(

"ωAB

$

)2

=
∏

Sn,

where "ωAB is the separation between the respective hyperfine components and
$ is the width of those transitions, Fig. 1a. Additional selectivity can be gained
due to the kinematic shift between different masses of the isotopes caused by
the collinear geometry. The total selectivity of a resonant ionization process is
given by the product of the individual selectivities, thus the higher the number of
atomic excitation steps, the greater the selectivity of the nuclear state, as illustrated
in Fig. 1b. Indeed, the selectivity of resonant ionization can be compared to the
mass resolution of a state in mass spectrometry. The sensitivity of the technique
comes from the detection of resonant ions (with the possibility of 100 % detection
efficiency), efficient ionization (between 10–30 %) and almost background free
detection.

Due to the high degree of selectivity and efficiency of the resonant ionization
process, the Cris technique can be utilized as a purification method [8]. The different
nuclear observables (spin, moments, δ⟨r2⟩) of isotopes and isomers produce different
hyperfine structures, resulting in the lasers only ionizing the nuclear state of interest
while on resonance with a characteristic transition. This results in the ability to
perform decay spectroscopy on pure isomeric states with a suppression of the ground
state by a factor of at least 104 per resonant transition.

Laser assisted decay spectroscopy at the CRIS beam line at ISOLDE 97

Ground state
GS

E1

E2

IP

S1

S2

Isomer

Ground state Isomer

(a) (b)

Γ Γ

∆ωAB

Fig. 1 a The difference in frequency !ωAB between two absorption lines, due to the isomer shift.
b The number of resonant transitions increases the selectivity of the process

3 Laser assisted decay spectroscopy

Using the technique of in-source laser spectroscopy [9], the identification and use
of isomeric beams has already been achieved, for example in the copper isotopes
68,70Cu [10, 11]. However, a large isobaric contamination in the form of surface
ionized gallium was present, along with a ground state contamination due to the
Doppler broadening of the hyperfine resonances of each state. Collinear laser
spectroscopy [12] successfully identified the long-lived isomer in 80Ga that was not
observed by mass measurements [13]. Higher resolution can be provided by gamma
ray spectroscopy, but distinctions between ground and isomeric states that both beta-
decay cannot be made. With collinear laser spectroscopy, isomeric states differing by
only 1 keV in energy can be resolved through their hyperfine structure, but with
high-resolution gamma spectroscopy they cannot be seen as independent levels, for
example in 73Ga [14]. The alpha decay of the isomeric states of 202Fr and 204Fr could
not initially be differentiated with decay spectroscopy [15]. Later measurements
gave tentative spin-parity assignments to these low-lying isomers, based on feeding
patterns in β+/EC decays and on systematics with the neighbouring isotopes and
isotones.

As a proof of principle for the Cris technique [8, 16], the first case to be
investigated was the low lying isomerism in 204Fr [17]. Here, the ground and isomeric
states are within 41 keV of each other [18–20]. This region of the nuclear chart has
already received considerable attention, with experimental campaigns into β-delayed
fission of 200,202Fr already undertaken [21]. Radioactive decay spectra from the
ground state, first and second isomeric states in 204Fr have been difficult to unravel;
the emitted alpha particles have very similar energies and half lives. By exploiting
the different hyperfine structures and locking the laser onto resonance with a
characteristic transition, differentiation between the three states becomes possible.
Thus the radioactive decays of pure beams can be measured, allowing the energies
of the alpha particles and gamma rays emitted, and the lifetime of the states, to be
unambiguously determined.

The power of a pure beam

‣ Each resonant transition has an 
associated selectivity. 

‣ The selectivity of different 
transitions multiplies over.

of 51Ca and 52Ca (ref. 4). To advance past 52Ca, we added a multi-
reflection time-of-flight mass spectrometer/separator26 (MR-TOF MS,
see Fig. 1) to the three other ion traps that constitute ISOLTRAP,
namely a linear Paul trap and two Penning traps (the latter are not
shown in Fig. 1). In the MR-TOF MS, flight paths of several kilometres
are folded into table-top dimensions. This device provides not only a
mass-resolving power of more than 105, but also a mass uncertainty in
the sub-parts-per-million (sub-p.p.m.) range. As typical flight times
are about 10 ms, nuclides with half-lives of the same order are access-
ible. Likewise, nuclei with a lower production rate can be accessed,
pushing the limits currently set by Penning-trap mass spectrometry
to isotopes farther away from stability.

The neutron-rich calcium isotopes were produced at the online
isotope separator ISOLDE in proton-induced fission reactions of a
uranium carbide target at 1.4 GeV proton energy. The nuclides of
interest were ionized by a highly selective, three-step laser-excitation
scheme27. The ions were accelerated and transported to the ISOLTRAP
set-up via ISOLDE’s high-resolution separator as an essentially con-
tinuous 30 keV beam. They were captured and cooled in the radio-
frequency quadrupole (RFQ) buncher and forwarded to the MR-TOF
MS as bunches of about 60 ns duration. In the case of 51Ca1 and 52Ca1,
the MR-TOF MS was operated as an isobar separator, delivering the
purified bunches to the Penning traps, where the mass measurements
were performed by determining the cyclotron-frequency ratios as
described above. Nevertheless, for 53Ca1 and 54Ca1 the Penning-trap
measurements were not possible because of the low production rates
and copious isobaric contamination. For example, only a few 54Ca ions
per minute were detected behind the MR-TOF system, accompanied
by several thousand contaminating 54Cr ions. The rate of delivery
of 54Ca1 to the Penning traps was considerably reduced owing to
the lower transport efficiency and the decay losses caused by the
required extra ion trapping time.

Thus for 53Ca1 and 54Ca1 the MR-TOF device itself was employed
as a mass spectrometer, where the time of flight t of an ion is related
to the mass-over-charge ratio m/q by t 5 a(m/q)1/2 1 b. Measuring
the time of flight of two well-known reference ions, here 39K and
53/54Cr (see Fig. 2), determines the experimental parameters a and b.
With this calibration the mass m of the ions of interest, 53Ca and 54Ca,
results directly from their time of flight. This relation can be expressed
by m1/2 5 CTOFDRef 1 SRef/2, where DRef 5 m1

1/2 2 m2
1/2 is the differ-

ence and SRef 5 m1
1/2 1 m2

1/2 is the sum of the square roots of the
masses of the two reference ions. CTOF 5 (2t 2 t1 2 t2)/[2(t1 2 t2)]
comprises all measured time-of-flight values t, t1 and t2 of the ion of
interest and the reference ions, respectively. Thus, it relates the mass
m of the ion of interest to the reference-ion masses m1,2 and allows
re-evaluation of the data if the value of the reference masses changes.

Our application of the MR-TOF MS method is the first for rare
isotope beams. Figure 2a shows a typical time-of-flight spectrum of
the mass-53 ions, which resulted from the addition of 47,000 single-
shot spectra (experimental cycles) taken over a period of about 3.5 h.
The typical timescale for an ‘experimental cycle’, that is, the time from
proton impact, after which we collect an ion ensemble, until its ejection
from the MR-TOF device and detection, is of the order of 10 ms.
Figure 2b shows similar spectra for mass 54 in the form of a two-
dimensional colour-coded intensity plot as a function of time-of-flight

(abscissa) and spectrum number (ordinate), where each number cor-
responds to the accumulated data of a spectrum like that in Fig. 2a. For
this particular series of measurements, the proton bombardment on
the ISOLDE target was interrupted for spectra 12 to 15 to exclude the
possibility that counts detected in the time region of 54Ca1 originated
from any long-lived species. As expected, all short-lived species dis-
appear from the spectrum (the production of stable 54Cr1 decreases as
well). In addition, the highly selective laser ionization was switched off
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Figure 2 | Time-of-flight spectra. a, Time-of-flight spectrum of A 5 53
nuclides delivered from ISOLDE (53Cr1, 53Ca1) and the reference ion 39K1

from the offline ion source. At bottom is the same spectrum compressed to a
plot with colour-coded ion counts. b, Two-dimensional colour-coded intensity
plot of time-of-flight spectra of A 5 54 nuclides. The number of ion counts
(colour coded, key at right) is shown as a function of time of flight on the
abscissa and as a function of the measurement time (spectrum number) on the
ordinate. Intensity plots are shown for different experimental conditions (with
laser ionization on and protons on target, unless indicated otherwise).

Table 1 | Results of the calcium mass measurements
Isotope T1/2 Meas. type Ref. nuclide(s) rICR CTOF Mass excess (keV/c2)

ISOLTRAP TITAN

51Ca 10.0(8) s ICR 39K 1.3079136760(144) NA 236332.07(0.58) 236338.9(22.7)
52Ca 4.6(3) s ICR 39K 1.3336358720(184) NA 234266.02(0.71) 234244.6(61.0)

MR-TOF 39K, 52Cr NA 0.501632110(785) 234271.7(10.2)
53Ca 461(90) ms MR-TOF 39K, 53Cr NA 0.50184761(309) 229387.8(43.3) —
54Ca 90(6) ms MR-TOF 39K, 54Cr NA 0.50210648(323) 225161.0(48.6) —

T1/2, half-life30; measurement (meas.) type (ICR, ion cyclotron resonance; MR-TOF, multi-reflection time-of-flight mass spectrometry); reference (ref.) nuclide(s) used for the calibration; rICR, experimental
frequency ratio; CTOF, TOF constant; mass excess, Mexc 5 (M – Au), where M is the atomic mass, A is the atomic number and u is the unified atomic mass unit. For comparison, the TITAN4 values are also listed. The
mass values of the reference nuclides are m(39K) 5 38963706.4864(49) mu, m(52Cr) 5 51940506.26(63) mu, m(53Cr) 5 52940648.17(62) mu, m(54Cr) 5 53938879.18(61) mu (ref. 28). NA, not applicable.
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Isomeric beams
Different I means different HFS 
=> enhanced selectivity

The mass measurements on 70Cu were performed with
the Penning trap mass spectrometer ISOLTRAP [11]. The
setup consists of three traps. The first two traps serve for
deceleration, cooling, bunching, and isobar purification
of the continuous 60-keV ion beam delivered by ISOLDE.
The third trap is a precision Penning trap. Here, the mass

measurement is carried out by use of a time-of-flight
detection technique to determine the cyclotron frequency
!c ! qB="2"m# for an ion with mass m and charge q.
Cyclotron excitation times of TRF ! 0:9 s were used re-
sulting in a linewidth !!c"FWHM# $ 0:9=TRF $ 1 Hz.
This yielded a resolving power R ! !c=!!c"FWHM# of
more than 1% 106, mandatory to clearly resolve the 70Cu
isomers. The magnetic field strength B was determined
via the 85Rb& cyclotron frequency. By appropriate exci-
tation of the ion motion, a dedicated cleaning procedure
can be employed removing a possible remaining contami-
nation from the trap. Cleaning excitation times of 3 s
were used.

In the decay of 70Cu, two # rays from internal decay
were identified with energies 101.1 and 141.3 keV. Careful
scanning over the frequency of the first laser transition
(Fig. 1, top) and investigation of the intensities of these
two # lines and of the individual # rays in the $ decay of
70Cu revealed distinct groups of # rays belonging to three
different hyperfine-structure patterns, evidencing the ex-
istence of three $-decaying isomers in 70Cu with spin
"6'# for the lowest, "3'# for the intermediate, and 1&

for the highest lying isomer. Tentative spin values were
deduced from the magnetic moments [12].

For the mass measurements of the three isomers, the
laser frequency was tuned to the positions indicated by
arrows in the upper part of Fig. 1. The obtained cyclotron
resonances are shown in the lower part of Fig. 1.While for
positions a and b the selectivity of the laser ionization
was high enough to obtain almost pure samples of the
"6'# and "3'# $-decaying states, in the case of position c
an additional mass selective cleaning of the other isomers
was required to obtain an isomerically clean cyclotron
resonance.

Table I gives the frequency ratios !ref
c =!c with respect

to the reference mass 85Rb& for all three 70Cu states and
the resulting mass excesses and literature values [8] (for
details of the analysis and the residual systematic uncer-
tainty, see [13]). The mass differences between the
$-decaying states obtained with ISOLTRAP are in ex-
cellent agreement with those obtained from the decay
studies of 70Ni and 70Cu and unambiguously confirm the
assignments given in Fig. 2. The new mass data reveal
that the literature mass excess values of all states are
incorrectly evaluated by 226 keV, possibly due to a former
incorrect state assignment. In addition, the new level

FIG. 1. Top: Intensity of the 101.1 keV (!) and 141.3 keV (")
internal transitions summed with the associated $-delayed #
rays as a function of laser frequency. The # rays associated
with the decay of the "6'# ground state are indicated by (#).
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TABLE I. Frequency ratios relative to 85Rb& [m"85Rb# ! 84:911 789 732"14# u [8]] and mass excesses D for the three $-decaying
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Figure 1. Hyperfine spectra of the low- (full black triangles) and high- (open gray triangles)
spin isomers of 199Po following the 246 keV and 1002 keV �-ray transitions, respectively. The
red dashed and blue dash-dotted lines delimit the regions of the scans that have been selected
to generate the purified spectra shown in figure 2.
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Figure 2. Purified �-ray spectra made from a linear combination of the raw spectra generated
from the regions highlighted in figure 1. The thick red line shows a pure 199gPo spectrum while
the thin blue line shows a pure 199mPo spectrum. Contamination from 140La (implanted the
week prior to the experiment) and 199mTl are marked with stars.

The UNISOR study [21] is the first to produce a mass-separated beam of 199Po to study the
� decay independently from other polonium isotopes or from other decay modes (↵ decay of
203At in ISOLDE [19]). The reaction used at UNISOR populates more strongly the high-spin
isomer 199mPo while the ↵ decay of 203Rn in ISOLDE populates in contrary more the low-spin
ground state 199gPo. Based on those observations, the parent of the di↵erent lines was proposed.

The hyperfine spectra for 199gPo and 199mPo were extracted in our experiment by following
the intensity of the 246 keV and 1002 keV �-ray transitions, respectively (see figure 1). By
selecting a specific frequency range, it is possible to enhance the production of one of the two
isomers over the other, as demonstrated with 70Cu [22, 23] and 185Pb [24]. The selected ranges
for 199Po are shown in figure 1. While it is possible to produce a clean beam of 199mPo, it is
more di�cult for 199gPo as its hyperfine structure overlaps completely with that of 199mPo. It is
however possible to produce a pure spectrum of either 199gPo or 199mPo by a linear combination
of the spectra produced in the two ranges. Those purified �-ray energy spectra are shown in
figure 2. Many transitions appear to be of pure origin, like that at 880 keV (199gPo) or that at
1034 keV (199mPo), as suggested in [21]. There are however discrepancies, as seen, for example,
for the 846 keV transition, present in both �-ray energy spectra. The lists of observed � rays
for 199g,mPo and their relative intensities are given in tables 1 and 2.
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ground state 199gPo. Based on those observations, the parent of the di↵erent lines was proposed.

The hyperfine spectra for 199gPo and 199mPo were extracted in our experiment by following
the intensity of the 246 keV and 1002 keV �-ray transitions, respectively (see figure 1). By
selecting a specific frequency range, it is possible to enhance the production of one of the two
isomers over the other, as demonstrated with 70Cu [22, 23] and 185Pb [24]. The selected ranges
for 199Po are shown in figure 1. While it is possible to produce a clean beam of 199mPo, it is
more di�cult for 199gPo as its hyperfine structure overlaps completely with that of 199mPo. It is
however possible to produce a pure spectrum of either 199gPo or 199mPo by a linear combination
of the spectra produced in the two ranges. Those purified �-ray energy spectra are shown in
figure 2. Many transitions appear to be of pure origin, like that at 880 keV (199gPo) or that at
1034 keV (199mPo), as suggested in [21]. There are however discrepancies, as seen, for example,
for the 846 keV transition, present in both �-ray energy spectra. The lists of observed � rays
for 199g,mPo and their relative intensities are given in tables 1 and 2.
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I! ! 4" was suggested in Refs. [14,15] for the state at
956 keV, based on the parabolic rule for proton-neutron
multiplets proposed by Paar [20]. Such a spin assignment
would imply a M1-E2 multipolarity for the 178 keV " ray.
The fact that this " ray is Doppler broadened in the
Coulomb excitation spectrum of Fig. 1 indicates a lifetime
of the order of picoseconds for the level at 956 keV. This
fixes the spin of the level to I! ! 4", in agreement with
Refs. [14,15], as the partial decay lifetimes of the M1
transitions are indeed in the picoseconds range, while E2
transitions would have a partial lifetime 4 orders of mag-
nitude higher, based on Weisskopf estimates. Furthermore,
the fact that in the same spectrum, the transitions of 84 and
693 keV are not Doppler broadened indicates that these "
rays were emitted after the 68Cu ions were implanted in the
particle detector. A half-life of T1=2 ! 7:84 ns was mea-
sured in Ref. [21] for the I! ! 2# state, whereas a value
between 0.7 and 4 ns was reported in Ref. [15] for the half-
life of the I! ! 3" level.

It is interesting to note that by the Coulomb excitation of
the 6" isomer in 68Cu, we demonstrated the induced
instantaneous depopulation of a nuclear isomer. The trig-
gered " emission of an isomer was extensively investigated
in K isomers via Coulomb excitation and photoabsorption
experiments (see [9] and references therein). These experi-
ments are extremely challenging since the isomer depopu-
lation can only proceed through weak transitions arising
from K mixing [22,23]. In this work, an alternative scheme
is revealed, based on the multiplet structure of an odd-odd
nucleus. The E2 Coulomb excitation feeds a member of the
multiplet which deexcites faster through M1 than E2 tran-
sitions, eventually bypassing the isomer. In the present
experiment, an isomer depopulation cross section of 42$
4 mb was observed. A higher cross section can be obtained
by, e.g., increasing the beam energy.

There is a possible contribution to the spectrum shown in
Fig. 1 from Coulomb excitation arising from the contami-
nation of the 6" isomeric beam with the 1# ground state.
This was checked by setting the laser frequency to the
value found to produce the maximum ionization of the
ground state [12,13]. The spectrum acquired after 5 h of
68Cu%1#& beam on target is shown in the bottom part of
Fig. 1. Apart from the Coulomb excitation peak of
1171 keV of the 120Sn target, the only " ray present in
the spectrum is the transition 2# ! 1# of 84 keV.

The particle–"-ray coincidence spectrum acquired after
28 h of 70Cu%6"& beam on target is presented in Fig. 2. The
spectrum was Doppler corrected for mass A ! 70. The
prompt peak at E" ! 127 keV was identified as the tran-
sition between the state at 228 keV populated by Coulomb
excitation and the isomeric state I! ! 3" in 70Cu. A spin
I! ! 4" for the state at 228 keV was proposed in Ref. [12],
based on the observed #-decay pattern. The observation of
the fast 127 keV decaying transition implies a M1 charac-
ter for this " ray, thus confirming the I! ! 4" spin assign-
ment for the 228-keV level [12], see Fig. 2. In this case, as

well as in the case of 68Cu, population of the 5" state was
not observed and therefore will not be considered in the
further analysis.

The experimental Coulomb excitation cross section
$CE%6" ! 4"& was determined in both nuclei relative to
the known cross section for exciting the 2# state in the
120Sn target. For the fit of the experimental cross sections
and corresponding B%E2& values, the Coulomb excitation
code GOSIA [24] was used. The code calculates the experi-
mental " yields integrated over the scattering angle of the
detected particle and corrected for angular distributions,
internal conversion coefficients, and energy loss of the
beam in the target. In the GOSIA fitting code, the unknown
h6"jjE2jj4"i reduced matrix element was varied so as to
reproduce the measured yield of the observed deexcitation
4" ! 3". The B%E2; 6" ! 4"& value extracted for 68Cu is
68%6&e2fm4 [4.1(4) W.u.] (Weisskopf unit). The quoted
error is dominated by the statistical errors arising from
the determination of the peak area and purity of the
beam. The systematic error introduced by the reorientation
matrix elements was found to be below 1% when assuming
the values for the quadrupole moments predicted by the
shell model. For the estimation of the B%E2; 6" ! 4"&
value in 70Cu, the population of the I! ! 4" level through
an E2=M1 excitation with the 3" isomeric contaminant
needs to be considered. From the measured magnetic mo-
ment for the 3" isomeric state in 70Cu [13], a B%M1; 3" !
4"& value of 6:74%2

N could be deduced. This would imply a
M1 Coulomb excitation cross section of 0.16 mb, which is
a factor of 16 less than the cross section for an E2 excita-
tion corresponding to a B%E2& value of 1 W.u.; therefore,
the M1 contribution can be considered negligible. Shell-
model calculation for a pure !2p3=2&1g9=2 configuration
predicts that the two reduced matrix elements are con-
nected by the relation h6"jjE2jj4"i ! 0:94h3"jjE2jj4"i.
Taking into account also the isomeric ratio 6":3" ! 85:7
determined experimentally, we estimated that '14% from
the observed deexcitation yield 4" ! 3" is due to the
population of the 4" state by an E2 excitation with the
3" isomer. From the remaining number of counts, a value
of B%E2; 6" ! 4"& ! 41%5&e2fm4 [2.4(3) W.u.] was deter-
mined in 70Cu.
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Overcoming contaminants by 
geometrically decoupling the 
atomiser from the ionising volume

Laser Ion Source & Trap

LIST used during on-line run 2 was slightly modified, leading to an
improvement of the ionization efficiency by a factor of 2.5.

2. Experimental setup

2.1. The ISOLDE hot-cavity target

The target used for the off-line test 1 and the on-line run 1 (ISO-
LDE target #442) comprises the cylindrical, standard ISOLDE target
container of dimensions length l ¼ 202 mm and diameter
d ¼ 20 mm, filled with rolled titanium foils of 25 lm thickness as
target material, a tantalum transfer line of length l ¼ 41 mm and

diameter d ¼ 5 mm and a standard tantalum hot cavity atomizer/
ionizer with dimensions of l ¼ 34 mm and d ¼ 3 mm as illustrated
in Fig. 2. During on-line operation a driver beam intensity of 1 lA
with a proton energy of 1.4 GeV was used. The target is kept on a
temperature of 1500 !C while the ion source hot cavity was oper-
ated at approximately 2000 !C, both by using direct ohmic heating.
The target/ion source unit was equipped with three additional, so
called mass marker ovens. These consist of independently control-
lable, resistively heated capillaries attached to the rear end of the
transfer line close to the target inlet, which were filled with sam-
ples of stable isotopes as a reference. The off-line test 2 carried
out after the on-line run 1 used a second, widely similar LIST tar-
get/ion source unit (ISOLDE target #488). For these tests the target
container was filled with SiC as a substitute for the radioactive ura-
nium carbide, which exhibits rather similar chemical behavior and
release of contaminants during heating. This target was equipped
with two mass markers, filled with uncalibrated samples of ytter-
bium, and a mixture of rubidium (Rb) and cesium (Cs), respec-
tively. For the on-line run 2, the SiC was replaced by uranium
carbide for the production of neutron-rich polonium.

2.2. The Laser Ion Source and Trap

Two LIST units were used for these tests: LIST 1, installed in tar-
get #442 for off-line test 1 and on-line run 1; and LIST 2, installed in
target #488 for off-line test 2 and on-line run 2. 4 Any dimensions of
LIST 2 that differ from the LIST 1 design will be given in parenthesis
below. The LIST structures were inserted into their target units 5 mm
(2.5 mm) downstream the hot cavity exit hole, as shown in Fig. 1.
Fig. 2 gives a cross cut through the LIST/target assembly itself. In
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Fig. 1. Schematics of the Laser Ion Source and Trap, LIST, as installed at ISOLDE together with the laser system and the data acquisition (DAQ) and control system. Applied
voltages for dc-heating of the target (Udc;t), dc-heating of the transfer line and the hot cavity (Udc;hc), as well as the extraction potential (Uextr) are indicated. LIST repeller
electrode with repeller voltage Urep and RFQ ion guide structure operated with RF-voltage URF and RF-frequency f RF are installed immediately downstream of the RILIS hot
cavity atomizer on the high voltage platform. Radiation from the RILIS lasers is sent in through a quartz window in the mass separator magnet towards the LIST and the RILIS
hot cavity. Not shown: the LIST operating parameters (repeller voltage, RF-frequency and -amplitude) can be controlled remotely via glass fibers from outside the high-
voltage platform by the control system. Dimensions are not to scale.
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Fig. 2. Cut through the technical drawing of the Laser Ion Source and Trap device
LIST and the target assembly; most important components are indicated: (1) mass
marker (purple), (2) target container (red), (3) hot cavity (orange), (4) heat shield
(dark gray), (5) repeller (yellow), (6) LIST holders (dark gray), (7) quadrupole rods
(blue) and (8) housing (dark gray). All insulators are indicated in light gray color.
(For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

4 For practical reasons LIST 2 was 1 cm shorter than LIST 1 and, to improve the
laser-atom overlap inside the LIST, it was installed at a distance of 2.5 mm from the
hot cavity (2.5 mm closer than LIST 1).
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218Fr (T1=2 ¼ 22 ms and 1 ms [47]), the suppression effect
from the pulsed-release technique is expected to be greater
for the surface data. In spite of the smaller transmission and
the pulsed-release technique, the presence of 218Fr in the
beam is significant in the surface data, as demonstrated by
its characteristic α decay and that of its daughter nucleus
214At. It can be explained by the decay of radiogenic 222Ac
(T1=2 ¼ 63 s) inside the target, which results in the con-
tinuous production of 218Fr, independent of the proton
impact on the target.
On the contrary, the LIST data show only trace amounts

of 218Fr. The suppression is applied on the ion source rather
than on the timing of the production mechanism. As a
consequence, the suppression power of the LIST is inde-
pendent of the irradiation pattern of the target and does not
differentiate between the directly produced ions and those
arising from the decay of a precursor accumulated in the
target material.
The effect of the repeller in both ion-guide and RILIS

modes has been studied in greater detail with beams of
205;212Fr. The ion-beam rate for each isotope as a function
of the applied voltage is shown in Fig. 5. The 205Fr data are
collected with the Windmill while 212Fr is studied with a
Faraday cup. In the case of 205Fr, the highest suppression
factor from the ion-guide mode to the LIST mode is 2540.
It is, however, only 70 for 212Fr.
In Fig. 5, it is observed that the intensities of 205Fr and

212Fr have a different dependency on the repeller potential.
The intensity of the 205Fr ions drops rapidly for positive
repeller voltages. This rapid drop is due to most of the ions
coming from the hot cavity being directly repelled by the
repeller potential and the few ions that are observed for

positive repeller potentials being ions that are ionized
closed to the repeller electrode by secondary ionization
mechanisms (e.g., reionization of neutralized francium that
condenses onto the repeller electrode). These ions have an
offset of the kinetic energy corresponding to the potential at
this position (approximately 0.6 ×Urep on the longitudinal
axis at the repeller position), which in turn leads to losses
inside the separator magnet due to the limited energy
acceptance. This dependency on the repeller potential is
also observed for the laser-ionized ions, most of which are
ionized close to the repeller electrode and whose intensity
decreases with increased repeller potential Urep. This
particular dependency is evidenced with the study of the
ion time profile in Ref. [31]. For 212Fr, the intensity remains
stable for repeller bias voltages from þ50 to þ500 V.
This lack of sensitivity to the bias voltages indicates that

most of these ions are not ionized in the direct vicinity of
the repeller electrode, whose penetration inside the LIST
cavity is short but efficient. On the contrary, these ions are
ionized alongside the longitudinal axis in the center of the
LIST where the repeller potential and the potential of the
ISOLDE extraction electrode do not penetrate, and only
the initial thermal energy and the RFQ potential weak
longitudinal potential gradient is guiding the ions. The
significant difference in kinetic energies of laser-ionized
ions and contaminants allows us to increase the selectivity
in future experiments by tuning the magnetic field of the
separator magnet, which has an energy acceptance of 50 eV.

B. Alternative ionization mechanisms

In order to better understand the difference in suppres-
sion of those isotopes, further studies of the ions’ time
profile are performed.
The time profile of the release of elements from the target

material after the impact of a proton pulse is phenomeno-
logically known to consist of a fast rise time and a long
exponential decay [48]. In the case of alkali elements, the
release is mostly contained within the 1.2-s separation
between two proton pulses irradiating the target [46,48].
This release profile results in the francium beams to be
structured with peaks synchronized with the proton-pulse
impact on target.
The current of 212Fr in ion-guide mode shows such a

structure, but it disappears completely for a repeller voltage
> þ7 V. Although the suppression is only a factor of 70,
the observation of a continuous output indicates that the
ions are not originating from the proton impact on target.
The alternative is that those ions are produced inside the

LIST itself. Two parameters should be considered:
(1) the origin of the atoms and
(2) the ionization mechanism.
There are two possible origins for the atoms: evaporation

of condensed atoms on the rods or decay products from
condensed atoms. In the case of 212Fr, the signal observed
in the Faraday cup in LIST mode is decaying with a 20-min
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detection limit for the Faraday-cup measurements is shown with
the dotted line.
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the second harmonic of a Nd:YAG laser (EdgeWave INNOSLAB) was
applied.

The optical path length of the laser beams from the RILIS cabin,
through the GPS magnet, to the target is approximately 18 m. The
laser beams overlap along the length of the LIST RFQ and the hot
cavity, with a beam diameter of ! 3 mm. Depending on the laser
configuration, magnesium or polonium atoms are resonantly ion-
ized along the axis of the hot cavity and LIST RFQ. Due to the diver-
gence of the atomic flow emerging from the hot cavity, the atom
density decreases rapidly with increasing distance from the hot
cavity. Thus, ionization that takes place inside the LIST predomi-
nantly occurs close to the aperture of the repeller electrode.

For the study of the LIST performance, different detectors were
used: a Faraday cup is suitable for ion beams above the detection
limit of about 0.1 pA (6" 105 ions/s); the ISOLDE tapestations for
b- and c-emitters; and the KU Leuven Windmill setup for a-emit-
ters, which allows single-event and a-energy selective detection
[12].

3. LIST performance

3.1. Suppression

The suppression (S) of surface ions is defined as the ratio be-
tween the ion intensity in ion guide mode and the ion intensity
in LIST mode. In most cases, surface ion suppression was optimized
with a repeller voltage of 10 V. For the suppression of francium and
other alkaline elements, the repeller voltage had to be increased to
about 50 V. In the absence of space-charge effects the highest
transmission for ion guide mode was achieved with a repeller volt-
age of about #50 V. As the ion density inside the hot cavity in-
creases, space charge or screening effects reduce the ion
extraction efficiency and a higher negative repeller voltage is re-
quired [13]. During these tests, particularly when the proton cur-
rent was close to the maximum value of 2 lA, the repeller
voltage had to be increased to the maximum value of #500 V of
the power supply (Keithley 6487).

Fig. 3 shows the ion yields from b-decay of the surface ionized
26Na and 46K and laser ionized 30Mg as a function of the repeller
voltages measured by the b-detectors of the tape station. In ion
guide mode, the surface ion rate is high, while in LIST mode, the
ion rate drops by at least three orders-of-magnitude, and falls be-
low the detection limit when a positive voltage of up to 10 V is ap-

plied to the repeller electrode. Table 1 lists measured suppression
factors of the studied isotopes along with the detection system
used. For several isotopes (namely 26Na, 30Na, 46K, and 220Fr), the
LIST mode ion rate is indistinguishable from the background level
measured by the detector. In these cases, a lower limit for the sup-
pression factor was calculated as the ion rate in ion guide mode di-
vided by the statistical uncertainty

ffiffiffiffi
N
p

of the background
measurement. Using this method, the calculated suppression fac-
tor is therefore limited by the maximum ion current that can be
achieved in ion guide mode. The actual suppression factor cannot
be determined without a reliable measurement of the ion rate in
LIST mode, but a value of the order of 10000, as was measured
for 26Na, is expected. Furthermore, the measured background level
fluctuates during the experiment due to accumulation of activity
on the detector. This explains the differences in the evaluated sup-
pression factors for isotopes with an ion rate that was too low to
measure in LIST mode. In contrast, the low suppression factor of
212Fr is real. The responsible mechanism for the low suppression
is discussed in detail in Chapter 3.3.

3.2. Ionization efficiency

For relative measurements of the ionization efficiency, the ion
intensity in LIST mode was compared to the ion rate in ion guide
mode (which corresponds to normal RILIS operation). Table 2 gives
an overview of the different measurements of the photo-ion rates.
As shown in Fig. 3, the laser ionized 30Mg beam intensity is 20
times lower in LIST mode than in ion guide mode, while the surface
ionized 26Na and 46K beams are suppressed to the background level
of the b-detector. The measured LIST to ion guide ratio for laser
ionized Mg is 2.5 times higher than was measured for the 2011
LIST design. The improvement was due to the reduced distance be-
tween the repeller and the hot cavity, which leads to an improved
spatial overlap of the atoms with the laser beams.

The ion intensity of laser ionized 208Po was measured for two
different values of proton intensity: 0.3 lA and 1.1 lA. The loss fac-
tor (L) for 208Po dropped from 10 to 4 at the higher proton current.
In this case the loss factor is unreliable because of the reduction in
the ion guide mode efficiency which is attributed to space charge
effects that occur when the ion load in the hot cavity is high
[13]. Under the influence of this effect, the ion guide mode laser
ionization efficiency with an extraction voltage of only #500 V is
therefore significantly lower than for standard RILIS operation with
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Fig. 3. Ion rates of surface ionized 26Na and 46K and laser ionized 30Mg as a function
of the repeller voltage of the LIST. The background level was 50 counts per
supercycle. If LIST mode is applied, the surface ion intensity drops below the
detection limit, while the intensity of the laser ionized ions drops only by a factor of
20.

Table 1
Ion rates in ion guide and LIST mode for several isotopes, which are measured using
either the tape station ($, ions per lC proton beam current), the Leuven Windmill
detector setup (%, counts per proton supercycle) or a Faraday cup (r,pA). The detector
background level (b) and calculated suppression factors S are shown. The statistical
uncertainty (

ffiffiffiffi
N
p

) of the background measurement is given in brackets.

Isotope IIG ILIST b (
ffiffiffiffi
N
p

) S

26Na⁄ 75000 50 50(7) P 10700
30Na⁄ 1437 125 125(11) P 130
46K⁄ 13000 50 50(7) P 1850
205Fr% 63520 25 0 2540
212Frr 80 2 0.85 70
220Fr% 15379 412 412(20) P 770

Table 2
Maximum laser ion signal I of 30Mg (tape station, ions per lC proton beam current)
and 208Po (Faraday cup, pA) in ion guide mode (IG) and in LIST mode. Proton currents
(Ip,lA), background signal (b), and loss factors (L) are shown.

Isotope Ip IIG ILIST b L

30Mg 0.3 80000 4000 50 20
208Po 0.3 3 0.2 #0.1 10
208Po 1.1 3 0.6 #0.1 4
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Everybody’s favourite ion source
Figure 8: Barium ion current, anode voltage scan

from the anode grid.
The dominance of a RILIS mode of operation for barium

is apparent from the results depicted in Figure 8. Reduced
FEBIAD e�ciencies for alkalis, following the application of a
VADIS MODE anode voltage, was reported by [3], it would ap-
pear that this behaviour is consistent for barium which also has
a comparatively low ionization potential of 5.2 eV. The mecha-
nism behind these e↵ects is under investigation. The selectivity
is understood to be due to the positive anode grid acting as a
repeller.

The use of the VADLIS as a laser ion source, with active
suppression of surface ions, is a further avenue for develop-
ment. We propose, and intend to investigate, the possibility of
an inverted-polarity transfer line cathode, combined with a low
work function material for the VADLIS anode cavity such as
thoriated or lanthanated tungsten.

6. On-line operation

Following successful o↵-line testing, an immediate appli-
cation of the VADLIS developments was the possibility to
couple the RILIS with molten metal targets at ISOLDE. The
RILIS mode of VADLIS operation has been applied on-line at
ISOLDE on three occasions: yield checks of mercury from a
molten lead target, the study of 177Hg to 208Hg by in-source
resonance ionization spectroscopy (Ga↵ney et al 2014) and an
opportunistic test of radiogenic 114Cd from a molten tin target.
Figure 9 is a comparison of the VADLIS modes of operation,
observed during the mercury yield checks and the opportunistic
cadmium tests. The 178Hg rate was measured by alpha detection
in the CRIS DSS 2.0 setup (Lynch I.P.), while the 114Cd signal
was measured using a Faraday cup located after the ISOLDE
GPS dipole magnet.

During the measurements, the targets and ion sources were
maintained at the optimized values for on-line VADIS mode op-
eration, as the tests took place in-between scheduled ISOLDE
experiments.

Figure 9: Comparison of the VADLIS modes of operation

The use of the VADLIS for in-source spectroscopy allowed
fast switching between modes of operation for yield checks.
The coupling of the RILIS with a molten metal target enabled
the measurement of 207Hg and 208Hg without francium contam-
ination. The suppression of surface ions by the anode grid re-
duced the lead contamination from atoms ionized in the target
and transfer line.

7. Applications and further development

The coupling the RILIS with molten targets, combined with
what is a new laser ion source cavity type, has already en-
abled the study of nuclear ground state and isomer properties
of mercury isotopes, between 177Hg-208Hg. The possibility of
switching between RILIS and VADIS modes of operation has
a wider significance for ISOLDE operation. The application
of the RILIS was requested for signal identification as part of
a Coulomb excitation experiment using a VADIS ion source.
The application of the RILIS in the VADIS, combined with the
new RILIS ionization scheme for tellurium (reference Mallorca
proc), means that this can be accomplished using a single tar-
get/ion source assembly in one continuous run.

An enlarged anode aperture of 2.5 mm was trialed during the
first round of testing, not reported in this proceedings, in or-
der to increase the laser atom overlap region. Following these
successful initial tests, the focus of the investigations moved to
optimizing modes of operation compatible with current VADIS
anode geometries, the results of which have been reported here,
in order to maximize the flexibility of the ion source and en-
able immediate on-line application. It is therefore important to
note, that while the optimal operating conditions have been in-
vestigated, thus far there has not yet been an optimization of the
anode cavity geometry or material for RILIS mode operation,
o↵ering numerous avenues for further ion source development.

• Selective RILIS: a low work function anode cavity com-
bined with an inverted polarity cathode transfer line.
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abled the study of nuclear ground state and isomer properties
of mercury isotopes, between 177Hg-208Hg. The possibility of
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a wider significance for ISOLDE operation. The application
of the RILIS was requested for signal identification as part of
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Figure 1: VADIS principles and new operational modes.

denum rather than graphite components. This modification was
implemented because of the apparent sensitivity of the FEBIAD
to an outgassing of CO [2, 9]. As such, the results presented
here are expected to be equally applicable to FEBIAD variants
used at radioactive beam facilities across the world.

The ISOLDE RILIS, described by Rothe et al. in these pro-
ceedings (Rothe), uses tunable lasers, to target a progressive
series of atomic resonances before a final ionizing transition,
either to an autoionizing state or non-resonant ionization to
the continuum. The lasers are pulsed with a repetition rate of
10 kHz, which is well suited to the mean e↵usion time of 100 µs
for atoms along the length of the hot cavity. During this time the
cavity walls confine the atoms, providing a complete overlap of
the RILIS lasers with the reaction products. The geometry of
the VADIS anode cavity limits the laser-atom overlap region to
just 7 % of the anode volume, however, the mean atom resi-
dence time within this volume is expected to be of the order of
10 ms [6], two orders of magnitude longer than for the hot cav-
ity. Correspondingly, neglecting wall sticking times, there will
be two orders of magnitude more laser pulses passing through
the cavity during the transit of reaction products.

3. Experimental set-up

Here we describe only the experimental setup used for the
first VADLIS tests, which were conducted at the ISOLDE o↵-
line separator. This is representative of the setup used for the
subsequent tests performed at the o↵-line separator and also at
the ISOLDE GPS separator (o↵-line and on-line). Any signifi-
cant di↵erences in the experimental setups are highlighted indi-
vidually. The o↵-line facility is a replica of the ISOLDE on-line
front-end, attached to a dipole separator magnet capable of sin-
gle atomic mass unit resolution. For simplicity, the ionization of
gallium in the VADIS anode cavity was investigated during all
tests at the o↵-line separator. Gallium ionization in both the hot
cavity (surface and laser ionization) and the Laser Ion Source
Trap (LIST) [11] has been well characterised. The ionization
potential (6 eV) ensures that Ga is surface ionized at typical op-
erating temperatures of 2000 � C, but with low e�ciency (¡1%),
thereby providing a reliable benchmark with which to judge the
relative e�ciencies of other ionization methods. The boiling
point of 2205 � C and the natural isotope abundance signature
make it a reliable and easily identifiable beam for ion source
development work. Furthermore, the two-step laser ionization

scheme 294nm—532nm requires only one tunable RILIS laser.
The experimental setup is summarised in Figure 2 below.

Figure 2: Experimental setup used at the during tests at the ISOLDE o↵-line
separator

Light from a Ti:Sa laser was frequency tripled to produce the
first step of 294 nm. A frequency doubled Edgewave Nd:YAG
laser was used for the non-resonant final step at 532 nm. The
wavelength of the Ti:Sa was monitored using a High Finesse
WS6 wavemeter. The lasers were directed through the exit aper-
ture of the anode of a VADIS. A sample of stable gallium was
evaporated from a resistively heated mass-marker attached at
the rear of the ion source. The laser parameters were main-
tained constant whilst the VADIS parameters (anode voltage,
cathode heating, magnetic field strength) were varied to deter-
mine the optimal conditions for the extraction of laser-ions. At
the o↵-line separator, the target and ion source is held at 32 kV
so that the grounded extraction electrode, located downstream
of the anode aperture, accelerates the ions, creating a 32 keV
ion beam.

A LeCroy Waverunner 104MXi oscilloscope was synchro-
nised with the 10 kHz laser trigger and configured to build up
a time structure histogram of the signal from a microchannel
plate (MCP) over a time period equivalent to hundreds of thou-
sands of laser pulses. The ion current incident on the MCP
was limited to below 1 pA, for ion currents in excess of 1 pA
a Faraday cup was used as a more robust measurement device
but without the time resolution capabilities of the MCP.

Further o↵-line testing and on-line operation took place at
ISOLDE, details of the facility can be found in the paper of
Borge. M in these proceedings (reference Maria).

4. O↵-line testing and characterization

With the lasers directed into the VADIS anode for resonance
ionization, the gallium ion beam extracted from the VADLIS is
ionized by up to three distinct processes: electron impact ion-
ization, surface ionization and resonance laser ionization. At a
constant cathode temperature, adjusting the anode voltage in-
fluences both the total ion quantity and the relative contribution
from each ionization process. Operation in the 1-5 V region of-
fers a selective mode of laser ion extraction, where only laser
and surface ionization is observed. A su�cient positive volt-
age on the anode grid provides active suppression of surface
ions ionized outside the anode cavity, leaving only the internal
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Radioactive Ion Beam facilities 40

In Gas Laser Ionization and Spectroscopy - IGLIS 

Figure 23. A bu↵er gas cell is coupled to the focal plane of an in-flight separator to
thermalize the reaction products from a heavy-ion induced fusion evaporation reaction.
This is followed by gas-jet formation and laser resonant ionization using counter
propagating laser beams. The photo ions are captured in an RF Ion Guide and injected
into a mass analyzing system and followed by radioactive detection of the isotopes of
interest. The system will be used to perform laser spectroscopy measurements of
the medium heavy and heavy isotopes as well as to produce low-energy ion beams of
refractory-type elements.

ring. For precision experiments though, further cooling of the beam is necessary. A

first step of stochastic cooling is then typically followed by electron cooling in order

to reach �p/p ⇠ 104 or better. Additional laser cooling can as well be employed.

The method of storing high-energy RIBs has been most successful in measuring masses

through Schottky mass spectrometry [90, 53] on electron-cooled beams, a further leap

is underway with the advent of isochronous storage of “hot” beams where the storage

ring is operated at transition energy.

The utilisation of storage rings is however not limited to synchrotron-based RIB

facilities; an example is the isochronous Rare RI Ring currently under construction at

RIBF where the injection is triggered on an ion-by-ion basis by upstreams identification

in particle detectors. In this manner, an e�ciency approaching 100% can be reached

even for the CW beams. Another example is the TSR@ISOLDE project which

aims at implementing the existing Test Storage Ring from MPI Heidelberg at the
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FIG. 1. (Color online) The vetoed β-gated γ spectrum with the lasers tuned to ionize iron and cobalt in black and red, respectively. The
lines from 65Fe to 65Co decay are indicated by full circles, those from 65Co to 65Ni decay by open squares and contaminant lines by open
triangles. Three doublets are present: at 837 (of 65Fe and 130Sbm decay), 962 (of 65Fe and 65Co decay), and 1223 keV (of 65Fe and 98Y decay).
The 130Sbm ions and 98YO2 molecules were able to reach the detection tape in a doubly-charged form (see text for details).

used to identify transitions above or below isomeric levels. An
example of the latter is described in Ref. [44].

III. RESULTS

A. 65Co decay to 65Ni

Figure 1 presents the vetoed, β-gated γ spectra of data
set I with the lasers tuned on the iron resonance in black
and of data set II with the lasers on the cobalt resonance
in red. Using the same cycle, data with the lasers switched
off have also been collected (data set III), only showing a

TABLE II. Transitions in 65Ni from 65Co β decay (data set II) are
indicated by their energy E (keV), the corresponding off-resonant
subtracted β-gated peak count rate Aγ , and transition intensity
Irel relative to the 1141.1-keV transition (100%). Multiply Irel by
0.027 (7) to get absolute intensities. The γ -ray energies of coincident
events are listed in the last column with the number of observed
β-γ -γ coincidences between brackets.

E (keV) Aγ (cts/h) Irel (%) Coincident γ -events

63.4 (4) 0.9 (2) 65 (18)a 1210(3)
310.4 (1) 9.2 (7) 82 (11) 963(16)
963.4 (2) 3.7 (5) 79 (13) 310(16)

1141.1 (2) 4.2 (4) 100 –
1210.6 (2) 1.5 (3) 39 (9) 63(3)
1273.2 (3) 1.6 (3) 42 (9) –

aThe relative intensity also includes the correction for electron
conversion.

line at 511 keV in the vetoed, β-gated γ spectrum. In data
set II, significant contaminant lines are observed at 838 and
1223 keV, originating from the β decay of 130Sbm and 98Y,
respectively. 130Sbm and the molecule 98YO2 are able to reach
the detection tape in a doubly-charged state. In Fig. 1, the
full circles indicate lines from the 65Fe to 65Co decay, open
squares from 65Co to 65Ni and open triangles from contaminant
β decay. The observed transitions, count rates and relative
intensities in 65Ni from data set II are listed in Table II, while
this information for the transitions observed in 65Ni and 65Co
from data set I is summarized in Tables III and IV, respectively.

A decay scheme for 65Co was proposed already in ear-
lier β-decay work [22]. Prompt β-γ -γ coincidences (see
Table II) confirmed that the 310- and 963-keV transitions are in
cascade. Prompt β-γ events coincident with delayed 63-keV

TABLE III. Transitions in 65Ni following 65Fe mother, 65Co
daughter β decay (data set I) are indicated by their energy E (keV), the
corresponding off-resonant subtracted peak count rate Aγ , transition
intensity Irel relative to the 882.5-keV transition (100%) and the ratio
of relative transition intensities Irel(II )

Irel(I ) from data sets II and I.

E (keV) Aγ (cts/h) Irel (%) Irel(II )
Irel(I )

63.4 (4) 0.50 (12) 10 (3) 6 (2)
310.4 (1) 4.1 (5) 10.9 (14) 8 (2)
963.4 (2) 1.9 (5) 12 (3) 7 (2)

1141.1 (2) 1.4 (4) 12 (2) 8 (2)
1210.6 (2) 1.0 (5) 8 (2) 5 (2)
1273.2 (3) 1.0 (4) 8 (2) 6 (2)
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In-Jet Laser Ion Source

are subsequently transported by the gas flow towards the exit
orifice. Shortly before leaving the gas cell, the atoms undergo
element-selective two-step resonance laser ionization (Fig. 1b).
Outside the gas cell the laser-produced ions are captured by the
radio frequency (RF) field of a SextuPole Ion Guide (SPIG) for fur-
ther transport towards the mass separator [48]. The use of a repel-
ling voltage to suppress unwanted ions and laser ionize the nuclei
of interest in an RF trap, the so-called laser ion source trap (LIST)
technique, was first proposed for the hot cavity approach [49]
and recently successfully applied in on-line conditions [50]. The
coupling of the LIST method to the gas cell approach was suggested
at Jyväskylä [51]. In order to improve the spectral resolution and
the selectivity, the possibility of laser ionization in the free gas
jet has been investigated at LISOL with 200 Hz [52] and 10 kHz
[53] pulse repetition rate lasers. In these experiments, the ionizing
laser beams passed through the gas cell and the exit orifice to reach
the expanding free gas jet. By applying a positive potential to the
SPIG rods relative to the gas cell the ions created in the gas jet
could be separated from those created in the gas cell. Compared
to in-gas cell ionization an improved spectral resolution down to
2.6 GHz was achieved for in-gas jet ionization owing to the low
pressure and low temperature environment of the supersonic gas
jet, however, major developments were required in order to im-
prove the efficiency, selectivity, and spectral resolution to be able
to perform spectroscopic studies of the nuclei. The supersonic
gas jet can be a natural part of the target-ion-source system for
on-line mass separators. In this paper we propose new approaches
for high-resolution, efficient, and selective step-wise laser reso-
nance ionization of radioactive atoms using different types of
supersonic jets. The spectral resolution that can be reached in
the supersonic gas jet is calculated and found to be far superior
to that in the gas cell. The requirements for the laser radiation

and for the vacuum pumping system are also discussed. Finally,
first off-line results of two-step high resolution laser resonance
ionization spectroscopy in the supersonic free jet that show the
feasibility of this method are presented.

2. Brief introduction to the different jet-formation schemes

Three different approaches for gas-jet formation suitable for
resonance ionization are considered in this article and can be found
schematically illustrated in Fig. 2.

! The supersonic free-jet expansion technique, Fig. 2a, proposed
in [54] is used nowadays in different fields of research involving
cold atoms and molecules. Effective translation, rotation, and
vibration cooling of the molecules seeded into the jet allow to
perform fluorescence spectroscopy of complex molecules with
very high resolution [55,56]. Sub-Doppler resolution was
achieved with very well collimated beams, where owing to
the strong collimation only a small part of all atoms coming
out the gas cell were used. The most important advantage of
this low-temperature molecular spectroscopy consists in the
simplification of the spectra due to the compression of the pop-
ulation distribution in low-lying vibration and rotational levels.

(a)

(b)

Fig. 1. (a) Layout of the in-gas-cell laser ion source for the production of radioactive
ion beams, (b) two step laser resonance ionization scheme. P0; T0, and q0 represent
the stagnation conditions of pressure, temperature, and density in the gas cell,
respectively.

(a)

(b)

(c)

Fig. 2. Proposed setup layouts for the production and spectroscopy of radioactive
isotopes in (a) a free jet, and in jets produced by (b) a de Laval nozzle and (c) a spike
nozzle. The production target is here located in the gas cell and the primary beam
from the accelerator is therefore entering the cell.
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7. Laser ionization in a free jet

A supersonic free jet can be obtained in the expansion of gas
through a round orifice from a high-pressure gas cell into a low-
pressure gas cell chamber. The term ‘‘free’’ refers to the absence
of external surfaces that restrict the gas expansion, as e.g. in the
de Laval or spike nozzles. The properties of free jets have been
investigated in detail [102–104]. During the gas expansion two
types of shock zones are developed, see Fig. 13a. A barrel shock
is formed around the center line of expansion starting from the exit
orifice. This expansion terminates at the second shock zone, re-
ferred to as the Mach disk, which is perpendicular to the centerline
of the beam. Currently there exist many techniques based on
electron beam-induced fluorescence [105,106] and light-induced
scattering- and fluorescence [107–109] techniques that allow visu-
alization of the free-jet shock structures. Fig. 13b illustrates the
visualization of an argon jet in a helium background with a pres-
sure ratio of P0=Pbg ¼ 1600 and a terminal Mach number M ¼ 32.
The analysis of images obtained through electron beam-induced

fluorescence permits accurate density measurements that are
important for detailed studies of the barrel shock and Mach disk
morphology [110]. The location of the Mach disk depends only on
the ratio between the stagnation gas cell pressure P0 and the
background pressure Pbg in the gas cell chamber. The Mach disk dis-
tance expressed relative to the orifice diameter d can be written as

ZM

d
¼ 0:67

ffiffiffiffiffiffiffi
P0

Pbg

s

: ð32Þ

Notice that ZM is not sensitive to the ratio of specific heats c. The
thickness of the Mach disk is of the order of the local mean free path
and depends on the background pressure. The diameter of the Mach
disk is more difficult to correlate since it depends on both P0=Pbg

and c. For an argon jet it is of the order of 0.45ZM [111]. The position
of the Mach disk for an orifice diameter of 0.5 mm and a stagnation
temperature T0 ¼ 300 K is shown in Fig. 13c as a function of the ar-
gon stagnation pressure P0 for the background pressure 0.05 mbar
and 0.1 mbar. The core of the expansion, limited by the barrel-
and the Mach disk shocks, is isentropic and its properties do not de-
pend on Pbg . The expanding gas can be considered as ideal and heat
conduction and viscous effects can be neglected. In the beginning of
the expansion, where the flow is continuous, the gas temperature,
pressure, and density are described by the same equations (Eqs.
(6)–(8)) as for the Laval nozzle. The gas undergoes isentropic
wall-free expansion and the collision rate, responsible for the cool-
ing, falls rapidly with increasing distance from the jet orifice. At
some point in the expansion the collision rate is too low to provide
continuum flow and the transition to a free-molecular expansion
begins. At this point the axial velocity distribution and the Mach
number is getting frozen. This terminal Mach number Mt is defined
by the total number of collisions that atoms undergo during the
continuum expansion and can be calculated for argon as [112,113]

Mt ¼ 3:32 ðP0 dÞ0:4 ; ð33Þ

where P0 is the stagnation gas cell pressure in mbar and d is the ori-
fice diameter in mm. The distance in the orifice diameters at which
this terminal Mach number is reached can be calculated in first
approximation as

Zt

d
¼ Mt

3:26

" #1:5

: ð34Þ

This distance is also shown in Fig. 13c as a function of the argon
pressure P0 for d ¼ 0:5 mm and T0 ¼ 300 K. Since the distance Zt

does not depend on the background pressure it is possible to in-
crease the difference ZM $ Zt to allow laser ionization in the so-
called ’zone of silence’ [104]. In this case a minimum in the Doppler
broadening can be obtained. In the example of Fig. 13c the terminal
Mach number Mt amounts to 21 at the stagnation pressure of
200 mbar and ZM $ Zt ¼ 13 mm. The temperature corresponding
to M ¼ 21 is equal to 2 K and the Doppler broadening at this tem-
perature is much smaller than that associated with the divergence
of the supersonic beam. To estimate the influence of the divergence
on the spectral linewidth one should know the flow-field properties
of the free jet.

The variation of the centerline Mach number M as a function of
the distance from the exit orifice z=d for z=d > 2:5 is given by the
following formula [111,114]

M ¼ B
z$ z0

d

$ %c$1
$

1
2

cþ1
c$1

$ %

B z$z0
d

& 'c$1 : ð35Þ

This equation describes the expansion as spherical with streamlines
starting as a point source located at z0=d. A better fit of the central
line Mach number at smaller distances can be performed using the
following formulas [115,104]

(a)

(b)

(c)

Fig. 13. (a) Supersonic free jet expansion in vacuum and a possible arrangement of
the laser beams. (b) Visualization of an argon jet by the electron beam-induced
fluorescence method [106] using helium as background gas at the pressure ratio of
P0=Pbg ¼ 1600 (courtesy of the Department of Aerospace Engineering of the
Politecnico di Milano). (c) Mach disk position ZM for a background pressure in the
gas cell chamber of 0.1 mbar and 0.05 mbar, and the location Zt of the terminal
Mach number as a function of the argon stagnation pressure in the gas cell for an
orifice diameter d ¼ 0:5 mm and T0 ¼ 300 K.
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intermediate 3d104p 2P1/2 level, were further excited by the
287.9 nm second step laser beam to the 3d94s5s 2D3/2 autoionizing
state leading to ionization. The laser setup employed is similar to
that described in [6] with the only exception that for these tests
a narrow- band laser was used for the first excitation step. To
accomplish this, a single mode tunable laser beam of 654.8 nm
delivered by a continuous wave (CW) diode laser (Ta-pro, Toptica
Photonics) was amplified in a two-stage pulsed dye amplifier. To
get the required radiation at 327.4 nm, the amplified light was fre-
quency-doubled in a second-harmonic generation unit. The pulse
length of the 327.4 nm radiation was 5 ns, which resulted in a
spectral bandwidth of 88 MHz (Eq. (25)). The first-step laser beam
directed to the jet was additionally attenuated to avoid power
broadening of the atomic transition. The second-step laser light
at 287.9 nm was produced by frequency doubling of the
575.8 nm (0.15 cm!1 bandwidth) radiation from a dye laser (Scan-
mate, Lambda Physik). The amplifier and the dye laser were
pumped by two time-synchronized XeCl excimer lasers (LPX
240i, Lambda Physik) with a pulse repetition rate of 50 Hz. Both la-
ser beams were transported a distance of 15 m to the front end of
the mass separator. The first- and second-step laser beams had a
diameter of about 3 mm in the jet region and the center of the sec-
ond step beam crossed the gas jet 6.5 mm away from the exit ori-
fice, thus copper atoms in the region between 5 and 8 mm were
ionized. The jet at this distance was about 7.5 mm in diameter
(see inset in Fig. 15b).

In the reference cell, located in the laser hut, a collimated atom-
ic beam of copper atoms with a natural abundance (63Cu = 69%,
65Cu = 31%) was produced by resistive heating of a graphite cruci-
ble at a temperature of 1250 K. The residual pressure in the refer-
ence cell was 1 " 10!6 mbar. Atoms from the crucible entered the
laser ionization zone through a collimating orifice of 3 mm in
diameter. The collimation ratio of the atomic beam in the setup
amounts to 1/12. About 5% of the laser power was directed towards
the reference cell. The first and the second step laser beams were
parallel to each other and crossed the atomic beam at 90!. The la-
ser-produced ions were pushed out the ionization zone by an elec-
trical field and detected by a SEM. No mass separation was
available in the reference cell. The ion signals from the gas jet
and from the reference cell were recorded simultaneously as a
function of the first-step laser wavelength. The wavelength was
measured by a lambda meter LM 007 (ATOS).

9.2. Results

The results presented here were taken at a stagnation pressure
P0 ¼ 200 mbar (pressure in the gas cell) and background pressure
Pbg ¼ 0:1 mbar (pressure in the gas cell chamber), hence resulting
in a pressure ratio of 2000. The stagnation temperature was esti-
mated to be T0 ¼ 300 K. The measured ion signal as a function of
the frequency of the first step laser, given in wavenumbers, for
the 63Cu isotopes in the gas jet and for the natural copper in the
reference cell are shown in Fig. 18. The displayed frequency range
covers two resonances corresponding to transitions from the
ground state, with a total angular momentum F = 1, to the first ex-
cited state, with F0 = 1 and F0 = 2, denoted in Fig. 18 by a and b,
respectively. In the reference cell, the b line of 63Cu is mixed with
a small contribution from the a line of the lower-abundant copper
65Cu isotope, illustrated by a dashed line. The centroid of line a of
65Cu is 60 MHz away from the center of line b of 63Cu towards
higher wavenumbers and the contribution of this line to the width
and the position of the 63Cu b line is not more than 10 MHz.

The measured hyperfine splitting (the distance between the
lines a and b) of 995(30) MHz both in the gas jet and in the refer-
ence cell is in agreement with the literature values of
1013.2(20) MHz [116] and 960(30) MHz [117]. The resonances in
the jet are shifted to lower wave numbers relative to those in the
reference cell owing to the counterpropagating direction of the
first step laser with respect to the atomic beam. This Doppler shift
amounts to 1830(30) MHz and results, using Eq. (2), in a stream
velocity in the ionization region of u ¼ 599ð10Þm=s. Applying Eq.
(33), the terminal Mach number Mt is found to be 28. However,
this value is only reached at a distance of 25 mm from the orifice.
At the position of the second-step laser beam of 6.5 mm, the Mach
number is equal to 11, see Fig. 14. At this Mach number, the stream
velocity reaches almost the maximum value (see Fig. 4) and it can
be used to estimate the gas temperature in the cell (see Eq. (5)). If
the temperature in the cell is 300 K, the stream velocity should be
552 m/s, which should correspond to a Doppler shift of
DmDoppler ¼ 1683 MHz. The measured shift points to higher gas cell
temperature of 355 K and can be explained by the additional heat-
ing of the gas caused by the glowing filament. Collisions in the free
jet shift the spectral line position to smaller wave numbers. The
shift-rate coefficient csh is usually smaller than the collision-broad-
ening coefficient ccoll [79]. The shift rate Csh (Eq. (21)) is estimated
to be not more than 8 MHz, which gives the maximum error on the
jet velocity of 2.6 m/s and on the gas cell temperature of about 3 K.

A key point in these studies was to find the answer to the
question of what spectral resolution can be obtained by using a
combination of axial excitation and transverse ionization in the
supersonic free jet. The measured width (FWHM) of the resonance
was found to be 450 MHz for both lines. Calculated contributions

Fig. 18. (a) The two-step ionization scheme of copper atoms (not to scale) used in
these experiments, (b) ion signal from 63Cu in the gas jet (purple) and from the
copper sample of natural abundance in the reference cell (black). Points represent
experimental values, while the solid lines are the best Gaussian fits to the
experimental data in order to determine the total FWHM (see Table 3). The dashed
line is the contribution of the line a of 65Cu to the line b of 63Cu in the reference cell.
(For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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‣ Shaping a parallel 
gas jet for minimal 
divergence 

‣ High Mach number 
for low temperature 

‣ Cross beam geometry 
to probe only the jet



Lecture 1
• The atom is sensitive to the properties of the 

nucleus 
‣ spin, electromagnetic moments, anomalies, distributions 

• The laser ion sources provide selective 
enhancement 
‣ clean beams for experiments 

‣ isomeric beams for detailed studies 

‣ laser spectroscopy for dipole moments & charge radii
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